INTERFERENCE PROBLEM IN A DENSE OFFICE ENVIRONMENT

Although beamforming inherently mitigates interference due to narrow beam width, the interference problem can easily be found in a dense office environment as shown in Fig. 1. We conducted simulations to evaluate the impact of co-channel interference from neighboring cubicles.

SIMULATION SETUP

We assume four office cubicles as shown in Fig. 1. The dimensions of the cubicle are 3 m × 2 m × 3 m (width × length × height). Each cubicle

antenna arrays with multiple antenna elements are used for beamforming, which coherently adds up the signals sent and received from the multiple antenna elements [8]. To support very high data rates (e.g., 3 Gb/s for 1080-pixel high definition video quality) and stringent latency requirements for high-quality video streaming, ECMA TC48, IEEE 802.15.3c, and WirelessHD support four non-overlapping channels, each with 2.16 GHz bandwidth, and the medium typically accessed in time-division multiple access (TDMA) fashion for isochronous traffic such as uncompressed or compressed video.

There are, however, only three non-overlapping channels available in most countries due to 7 GHz wide spectrum (the only exception is Europe with 9 GHz). Although it is easier to guarantee quality of service (QoS) for an application by reserving time periods for data transmission and reception, as the environment gets denser with more and more wireless networks neighboring each other, it becomes harder to manage interference between the neighboring networks. An office cubicle environment is a good example that shows such a scenario where small cubicles are neighboring two or three other users, each cubicle forming its own WPAN transmitting a video stream from the laptop to the display independently. This motivates our study of physical layer (PHY) and medium access control (MAC) layer interference mitigation (IM) techniques for 60 GHz wireless networks. In the following sections a number of IM techniques are compared in terms of performance and the complexity of coordination among the interfering networks.
has one notebook (NB) and one monitor, and
the notebook transmits a video stream to the
monitor. The arrangement of the devices is to
show a possible interference scenario that may
degrade application performance. Since there
are only three non-overlapping channels avail-
able in most countries, two networks will end up
using the same frequency channel. Three cases
are examined: interference between Link1 and
Link2, Link1 and Link3, and Link1 and Link4.
A square array antenna with 16 patch anten-
a elements is equipped on each device. The
array antennas are placed on the devices perpen-
dicular to the page and the array antennas are
oriented with the angles shown in Fig. 1. The
radiation pattern of the antenna element is
shown in Fig. 2. The antenna element has a car-
dioid shaped radiation pattern, which has
unequal gain in different directions (i.e., eleva-
tion and azimuth angles). The 3 dB down
beamwidth of the antenna element is approxi-
mately 90°, and the back lobe of the antenna
pattern has 15 dB lower gain than the peak of
the front lobe. The monitors are placed at the
fixed locations shown in the figure, and the note-
boks are randomly placed within the gray
region (3/4 m × 2 m area). The total transmit
power of the notebook is set to 10 dBm, and
both the transmitter and receiver form beams in
a traditional beamforming fashion toward each
other as described in [8], but only controlling
the phase of each antenna in π/8-step resolution to
reduce the complexity of the devices. Path loss
between a transmitter and a receiver is modeled
based on the partition-based path loss model [9,
10]. We assume no reflectors within a cubicle
and no walls between the neighboring cubicles.

**IMPACT OF INTERFERENCE**

Figure 3a shows the complementary cumulative
distribution function (CDF) of signal-to-interfer-
ence-plus-noise ratio (SINR) measured at the
receivers of Link2, Link3, and Link4. If there is
no interfering neighbor (rightmost dotted curve
in Fig. 3a), the SINR of the link is higher than 28
dB, which is sufficient to support the highest data
rate. However, if there is a neighboring network
operating in the same channel, the SINR values
of the receivers (solid curves) are degraded by
approximately 18 dB and drop below 12 dB at
the 90 percentile point. Depending on the PHY,
this may be short of supporting the required data
rates for the wireless display application. For
IEEE 802.15.3c [4], the required sensitivity of
high-rate PHY (HRP) mode index 0, which sup-
ports 0.852 Gb/s, is less than –50 dBm. Since the
bandwidth of 802.15.3c is 1.76 GHz and assuming
a noise figure of 7 dB and implementation loss of
5 dB, the required signal-to-noise ratio (SNR) is
approximately 20 dB. In order to overcome the
interference problem in a dense networking envi-
ronment, we have investigated IM schemes in
both the PHY and MAC layer.

**PHY INTERFERENCE MITIGATION**

Although an array antenna with many antenna
elements is mainly used for beamforming to
compensate for high free space propagation loss
in the 60 GHz band, it can also be used for null-
forming to mitigate interference. In this section
a beam space nulling scheme and the simulation
results are presented.

**NULL-FORMING IN 60 GHZ BAND**

Due to the desire to minimize complexity, it is
anticipated that consumer 60 GHz beamforming
implementations will operate in beam space [8] as
shown in Fig. 4b. Using the receiver as an exam-
null-steering beamformer described in [8] and is straightforward inasmuch as we desire to find the
weight vector $\mathbf{w}$ that detects the SOI while providing additional nulling on the interference to achieve a desired SIR. It is better to use just enough interference nulling to achieve a desired SIR instead of forcing the interference to zero because this results in less distortion of the beam pattern in the direction of the SOI.

A typical beam pattern result is shown in Fig. 5b, where we have placed a 20 dB SIR null on the interferer at 60°, while substantially pointing the beam towards the SOI. In reality, we can see that while the interferer has been nulled, the beam has also rotated slightly clockwise attenuating the SOI pattern in the direction of the SOI.

To evaluate the null-forming gain, simulations are carried out using MATLAB. The office environment shown in Fig. 1 is used for the simulations. Only the receiver side forms a null toward the interference source. We first assume that there is no error in estimating the direction of the interference source. Later, we also show how an error in estimating the direction of the interference source affects the null-forming performance. Null-forming is performed only when the SIR measured at the receiver is lower than 20 dB, and interference is suppressed no more than 40 dB compared to the received signal power. Other settings are the same as the simulation settings used in the previous section. Note that only the phase of each antenna is controlled in $\pi/8$-step resolution.

### NULL-FORMING GAIN

The dashed curves shown in Fig. 3a show the complementary cumulative distributed function (CDF) of SINR measured at the receiver of each link using the null-forming-based IM. Compared to the cases where the receiver does not
have any IM scheme (the solid curves), the results show that the null-forming scheme significantly improves the link quality. For all three cases, the probability of maintaining the SINR above 20 dB is improved by at least 35 percent, which means that the links became more robust with the null-forming technique. In the case of Link1–Link3, the probability increases to 45 percent. For the cases of Link1–Link2 and Link1–Link4, the SINR of the link is maintained above 20 dB for approximately 90 percent of the transmission, which provides very stable and high link quality to support sufficiently high data rates for wireless display applications such as those described in the previous section.

**EFFECT OF ESTIMATION ERROR ON NULL-FORMING**

To understand the impact of the estimation error on the performance of the null-forming, the estimation error $\varepsilon$ is added to both elevation and azimuth angles of the direction of the interference source. The estimation error $\varepsilon$ is modeled as a uniformly distributed random variable ranging between 0 and $\varepsilon_{\text{max}}$. Assuming Link1 and Link2 are operating in the same channel, the SINR at the receiver of Link2 is measured by varying $\varepsilon_{\text{max}}$ from 0° (no error) to 20°. Figure 3b shows the complementary CDF of the SINR. The simulation results show that although the null-forming performance is degraded as the estimation error increases, the null-forming based IM scheme still provides significant gain. For example, for $\varepsilon_{\text{max}} = 20°$, the probability that Link2's SINR will be greater than 20 dB is improved by 25 percent compared to the case where the IM technique is not used (solid blue curve).

**MAC LAYER INTERFERENCE MITIGATION TECHNIQUES**

We identify different techniques based on the level of coordination required among interfering WPANs. In general, the schemes listed below are listed in increasing order of co-ordination required among WPANs. It is expected that probability of success at IM will also increase with more coordination.

**Simple TDMA** — This is the baseline case where there is no coordination within or among WPANs and no information available regarding interference. In this situation it is very likely that no time scheduling technique is used, since there is no information regarding the presence or details of interference. This can be considered as the baseline case to understand performance degradation caused by interference, and performance improvement when we employ IM schemes.

**Schedule Randomization** — Here, the assumption is that limited coordination is available within each WPAN to indicate if there is interference. An example could be that the stations involving links that are interfered with, as observed by packet errors or delays, report back to the controller. Thus, the controller is made aware of the interference. However, the controller has no information on the times, severity, or source of interference. In the absence of detailed information about interference, the...
The technique we considered is to change the existing schedule and randomly generate an alternate schedule in every new period of time.

**Measure and Reschedule** — This technique represents the case where there is coordination within each WPAN to measure and collect information regarding interference. When such detailed information regarding interference is available, the schedule can be adjusted based on interference information to avoid it. The devices measure their signal and interference power levels over multiple fixed periods of time (superframes) and report back to the controller. The controller now has information to determine a schedule that avoids time slots reported to be subject to interference earlier. However, it must be noted that there is no interaction among the controllers of different networks, and each makes its scheduling decisions independent of the others. In the ideal case, if there are enough non-interfering slots to satisfy the time demands of previously interfering links, the respective controllers will eventually assign completely non-overlapping time slots to the links, and thus avoid interference fully.

**Super-Controller** — In this approach we assume there is coordination not only within each network but across all WPANs to measure and collect information regarding interference. This is equivalent to having a single super-controller that can coordinate among the controllers of individual WPANs. Although the details of how the super-controller coordinates among individual WPAN controllers is outside the scope of this work, we assume that the network architecture could be set up in such a way as to allow the super-controller to request link interference measurement information, and individual controllers to collect and report such information. Additionally, the super-controller is capable of scheduling test transmissions to figure out the link compatibility matrix; in other words, identifying the links that get interfered with by transmissions from particular links in neighboring networks. Making use of the network-wide link compatibility information, the super-controller can determine the schedule that causes the least interference.

**SIMULATION RESULTS**

The scenario we consider is that of two 60 GHz links operating in adjacent cubicles in an enterprise environment, interfering with each other, as shown in Fig. 1 (Link1 and Link2). The 60 GHz link in each cubicle is assumed to carry compressed video from a laptop to a display. As for traffic generated, a burst of packets is generated every 250 μs, and the length of packets is drawn from Pareto distribution. The resulting stream has a mean data rate of 500 Mb/s and a maximum rate capped at 2.5 Gb/s. If there are no packet errors, an average sized video packet burst would take less than 50 μs to complete transmission, including acknowledgment (ACK) packets, at the highest data rate of 3.8 Gb/s. However, in order to accommodate larger bursts and packet errors, the station requests 115 μs of allocation every 250 μs time period.

Simulations are carried out using the OPNET simulation tool. PHY characteristics of 60 GHz links and a propagation model characterized as given previously is used. In the MAC layer a data packet transmission is immediately followed by an ACK packet and a retransmission of a lost packet up to two times. Video application packet loss is defined as when an application packet is not received at all (after original and two retransmissions), or is delayed by more than 30 ms based on the frame rate of 30 frames/s. However, in order to accommodate larger bursts and packet errors, the station requests 115 μs of allocation every 250 μs time period.

Simulations are carried out using the OPNET simulation tool. PHY characteristics of 60 GHz links and a propagation model characterized as given previously is used. In the MAC layer a data packet transmission is immediately followed by an ACK packet and a retransmission of a lost packet up to two times. Video application packet loss is defined as when an application packet is not received at all (after original and two retransmissions), or is delayed by more than 30 ms based on the frame rate of 30 frames/s.

Figure 6a illustrates the MAC IM schemes...
used in the simulations. In the schedule randomization technique, instead of allocating contiguous chunks of time, the scheduler divides time into discrete time slots (40 μs blocks), and allocates a total of 115 μs within 250 μs as three discrete time slots. The three slots are picked at random from the available six slots belonging to a given 250 μs period. For the measure and reschedule scheme, the fixed period of time (superframe) is divided into 10 μs time slots, and measurements are done for each such time slot. Finally, devices report back signal and/or interference power for every time block, averaged over multiple superframes. The controller, after collecting measurements from the devices, can determine the most appropriate slots to allocate for a particular stream. In our example the scheduler will select the three least interfering discrete time slots (40 μs × 3 = 120 μs) from the available six slots (240 μs). It is to be noted that the parameters chosen here can be optimized further to achieve better results, and is part of our ongoing research.

Figure 6b compares the CDF of video packet delay for the four MAC IM schemes described. The results correspond to a scenario shown in Fig. 6a, where for the simple TDMA scheme the schedules of the two links (Link1 and Link2) are fully overlapping with each other, and thus represent the worst case scenario. It is also noted here that any IM scheme is applied only when interference is detected, caused by partial or full overlap of time schedules. Qualitative results vary based on this assumption about initial overlap of schedules, but some general observations can be made as follows:

- It was observed that the measure and reschedule mechanism suffers from lack of convergence as the two networks measure and make scheduling decisions independently. When the measurement cycles were chosen to ensure convergence, results were significantly better.

**COMPARISON**

Figure 7 summarizes and compares the PHY and MAC IM techniques discussed in the previous sections in terms of performance and complexity. Complexity can be expressed in terms of the level of coordination required, amount of overhead messaging required, and implementation (hardware/software) complexity.

For the null-forming-based PHY IM technique, the direction of interference needs to be first estimated before performing null-forming. Although the null-forming technique performs well in most of the cases with a significant gain, if the directions of the interference source and the signal of interest are very close to each other (i.e., $\theta_0$ and $\theta_s$ have high correlation), the null-forming does not improve the link quality. In this case it may be better not to mitigate interference using the null-forming-based PHY IM scheme. As the number of antenna elements decreases, the beam width increases and thus it gets harder to mitigate interference close to the direction of the SOI. For example, a small form factor device may only have a small number of antenna elements, so the null-forming technique may not perform well. If the load of the network is low enough to move the time slots to non-interfering time slots relatively easily, instead of using the PHY IM technique, it may be better to enable one of the MAC IM techniques.

Regarding the MAC IM techniques we have studied here, a simple approach is to do schedule randomization. No specific information regarding the interferer is necessary. However, as with any randomized interference avoidance scheme, performance gains are limited. As the network load increases, the gains are especially
low. Furthermore, the randomized schedule in a given network will make it even harder for a neighboring network to predict and avoid interference. In this sense, the scheme could contribute to more instability.

The measurement and rescheduling scheme depends on the ability to predict interference and alter scheduling to avoid interference. We have seen that when appropriate parameters are chosen, the scheme can perform well to mitigate interference. In particular, the issue of lack of convergence can degrade performance, although by careful selection of measurement periods, the new schedules can converge to non-interfering slots. Another practical aspect to consider is the overhead involved in reporting measurements and the power consumed to perform measurements. Finally, when interference does not lend itself to accurate prediction (when either the source or the schedule is random), IM gains are reduced. Overall, while measurement and rescheduling is promising, the gains are variable, and IM cannot be ensured in all cases.

The super-controller approach requires complete coordination among all the interfering WPANs, which associates with it the highest complexity. However, when such network architecture is available, the approach naturally works better than other MAC IM schemes in mitigating interference, and can ensure complete IM where it is possible.

Finally, it is noted that what we have presented here is not a comprehensive list of all possible techniques. As an example, using random access medium access protocol in place of TDMA could be an approach to mitigate interference and is the subject of our current study.

**CONCLUSIONS**

The unlicensed 60 GHz frequency band has great potential for wireless applications. However, due to the unlicensed nature of the band, wireless networks operating in the 60 GHz band are likely to suffer from interference. In order to guarantee the QoS of wireless video applications, the wireless devices operating in the unlicensed 60 GHz band will need PHY or MAC layer IM techniques, especially for a dense enterprise environment. This is clearly shown in the simulation results. Depending on the required performance and the complexity of coordination among the interfering networks, IM techniques should be carefully designed for wireless networks operating in the 60 GHz band.
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