
ABSTRACT
The focused attention of the community on

energy issues in the study and design of wireless
networks has spurred a great deal of recent
research on the subject. In this article a brief
overview is provided of what constitutes the major
energy efficiency issues in ad hoc networks.
Emphasis is placed on key conceptual points,
which are then illustrated in the case study of wire-
less multicasting of connection-oriented traffic.

INTRODUCTION

Although wireless networks have existed for many
years already, explicit concern about their energy-
efficient operation has emerged only recently. It
is quite evident that when the power source is
either costly or in short supply, energy efficiency
is of paramount importance. In some wireless net-
work applications, energy is actually entirely non-
renewable and is thus an overriding constraint for
the design and operation of the network.

There are four major classes of wireless net-
works, and it is useful to distinguish them as we
try to make the case for energy efficiency. The
first (and oldest) with which most people are
familiar is the class of cellular networks. To
some, this is the only type of wireless network.
However, cellular networks involve wireless
transmission in only the first and/or last segment
of a communication path. Thus, they exhibit few
of the characteristics of wireless networking.
Nonetheless, it is clear that mobile users are
concerned about the longevity of the batteries in
their handheld devices, even though these can be
replaced or recharged. Furthermore, even at the
base station there is a desire for low energy con-
sumption, because, despite the availability of
energy supply, there are serious concerns about
excessive heat generation.

Another class of wireless networks is what
people refer to as wireless local area networks
(WLANs). These are truly and entirely wireless,
but require only single-hop transmission. Typical
wireless LANs involve laptops with Bluetooth or
802.11 cards in them that are in close proximity
to power supplies. For them, energy efficiency
does not seem as pressing, although there can be
WLANs that stand alone outside buildings and
for which, therefore, long battery life is also
important.

The third class consists of networks that uti-
lize satellite links. In these, energy consumption

is a serious concern despite the possibility of
recharging the solar cells onboard the satellite.
And, of course, at the earth stations there are
concerns about heat generation (if they are
fixed) or battery life (if they are mobile).

The fourth, and most interesting, class is
what we call ad hoc networks. The term has
evolved to mean any network that can be set up
wirelessly without the use of infrastructure.
Thus, cellular and satellite networks do not fall
into this category, while WLANs may. We dis-
tinguish here the meaning of the term to char-
acterize only those infrastructureless networks
that require multiple hops for connecting all the
nodes to each other. These are networks that
until recently were of interest mostly in military
applications, but now there is also widespread
commercial interest for cases of sensor networks
in which multiple micro-embedded devices are
interconnected in autonomous systems that are
deployed only once. The latter clearly survive
only as long as their original batteries are capa-
ble of providing the energy they need. But all ad
hoc (multihop) networks are critically depen-
dent on the rate of energy consumption. In fact,
it is in this class of networks that all aspects of
energy efficiency are most clearly displayed;
thus, they will be the main focus of the rest of
this article.

The main discriminator of ad hoc (multi-
hop) networks that sets them apart from other
wireless network classes is the need to relay
(and, hence route) messages. This is a key dif-
ference that makes the ad hoc network an
entirely wireless analog of the classical wired
one, in the sense that the entire protocol stack
from the physical to the application layer must
be designed on the basis of no fixed infra-
structure.

In addition to mobility and the peculiarity of
the wireless transmission medium (fades, noise,
interference, etc.), the main characteristics of
such ad hoc networks  directly related to design
and operation are vertical layer integration and
criticality of energy consumption.

As far as layer integration is concerned, it is
increasingly understood today that the separa-
tion of network functions into layers (as done by
the International Standards Organization, ISO,
through its original introduction of open systems
interconnection, OSI), was, in a way, the “origi-
nal sin” in networking. Although it facilitated
initially the comprehension of network operation
and simplified somewhat the immense complexi-
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ty of total network design, it ended up masking
the intricate interdependencies among the quan-
tities and variables that resided at separate lay-
ers. Thus, it led to suboptimal results.

The “contribution” that the study of ad hoc
wireless networks has made is the demonstra-
tion of the inevitability of coupling among the
layers. In particular, the use of wireless trans-
mission media necessitated the joint considera-
tion of the physical layer along with the medium
access control (MAC), link, network, and trans-
port layers. Thus, asynchronous transfer mode
(ATM) over wireless, TCP over wireless, mobile
IP, and so on represent recent widespread lines
of research and investigation that illustrate the
need for layer coupling. For example, TCP, as
designed for the Internet, interprets the loss of
a packet as the result of buffer overflow due to
congestion. On wireless links, however, a packet
may be “lost” because of errors on the channel.
Similarly, the effects of wireless link on quality
of service requires modification of the ATM
switching fabric. In this article we will not focus
on this coupling. Rather, we will focus on the
other main characteristic of ad hoc wireless net-
works: the importance of energy efficiency. It
will become apparent, however, that the study
of energy consumption involves, in yet another
way, the coupling among the layers in the proto-
col stack.

In developing this brief review we follow this
outline. The notion of a wireless link is exam-
ined in some detail so as to motivate what fol-
lows. We focus on how and where energy savings
can be achieved and differentiate the case of
energy-efficiency from the case of energy-con-
strained operation. We focus on a case study.
We consider source-initiated multicasts for ses-
sion traffic in static ad hoc networks. The case of
wireless multicasting is an especially interesting
one in ad hoc wireless networks. First of all, it
includes and extends the case of unicast routing,
which has been investigated extensively in recent
years. But, more important, it illustrates best the
new trade-offs between performance and energy
consumption. Thus, a substantial portion of this
article will focus on this case study. Finally, we
address briefly the notion of “capacity” under
energy constraints, and finally draw a few princi-
pal conclusions.

THE NOTION OF A WIRELESS NETWORK

We have all learned to draw a graph to depict a
communication network, as in Fig. 1. This is a
useful and accurate depiction of the network
topology when the nodes are interconnected with
dedicated wired lines. The tendency has been to
do the same when the network under considera-
tion is a wireless one, and that has been the cause
of many misconceptions and much fallacious rea-
soning. If there are no “hard-wired” connections
between the nodes, the notion of a “link”
between, say, nodes A and B is an entirely rela-
tive one. In fact, it is so relative that links in a
wireless network should be thought of as “soft”
entities that are almost entirely under the control
of the network operator.

To see why this is the case, it is important
to understand that the radiated energy from

the antenna of a transmitting node travels over
unlimited distances. As it scatters in the sur-
rounding space, smaller and smaller fractions
of it are capable of reaching remotely located
receiver antennas. Nonetheless, finite amounts
of such energy do indeed reach a node receiv-
er, no matter how far that node is. Thus, it
would seem that any wireless network is in fact
a fully connected or mesh network (just like a
WLAN). Of course, this is not a useful model
because the signal strength is severely attenuat-
ed as the signal travels away from the transmit-
ter. In fact, it decays nonlinearly according to
the formula

S(r) = Sr–α, (1)

where S is the amplitude of the transmitted signal,
r is the distance from the transmitter, S(r) is the
amplitude of the received signal at distance r, and
α is a parameter whose value ranges from 2 to 4.
In order to achieve “successful” reception it is first
necessary to establish a desired quality of service
in terms of the maximum acceptable value of the
bit error rate (BER). Typically, 10–9 or lower is set
for data and 10–6 or higher for speech. Depending
on the application and the desired fidelity of
reception, this value can range from 10–2 to 10–11.
The way the wireless physical and link layers oper-
ate requires choices: of waveforms to represent
the digital units (or symbols), modulation/demod-
ulation schemes, coding/decoding schemes, anten-
na profile, detection structure, and additional
signal processing elements at the transmitter and
receiver. These choices are elaborate and com-
plex, and constitute the subject matter of digital
communication theory. In addition, the achieve-
ment of successful reception depends on the
amount of noise or other impairments (interfer-
ence, fades) the channel introduces. And, very
importantly, it depends on the bandwidth of the
channels and hence on the “rate” of transmission
(i.e., the time interval between successively trans-
mitted symbols). Putting this all together, the cri-
terion for successful reception is summarized by
the requirement that

SINR > θ, (2)

� Figure 1. A network graph.
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where SINR is the received signal-to-interfer-
ence-plus-noise ratio at the receiver and θ is a
threshold that depends on the detector structure,
modulation/demodulation, and coding/decoding
used. The SINR on the left side of Eq. 2 depends
principally on the channel, other-user signals,
transmit  and receive antennas, and, more impor-
tant, RF transmission power and transmission
rate. The last two quantities — let us call them P
and R, respectively (the power and bit rate) —
determine the amount of signal energy packed in
each symbol and are hence highly adjustable. It
is far more difficult to modify the signal wave-
form or modulation, coding, and processing
algorithms (although even these can be tunable
in the software-defined radios of the future).
Power and rate control, on the other hand, are
implemented already in a variety of wireless
devices.

The bottom line is therefore that whether a
link exists or not depends on all these choices,
starting from the desireed QoS BER and ending
(for a given channel environment, given equip-
ment and SP algorithms) with the chosen values
of P and R. Clearly, boosting P may increase the
number of links that are feasible from one node
in an ad hoc network to other nodes, and reduc-
ing that value may decrease that number. Of
course, a link that is feasible will become infeasi-
ble if the transmission on neighboring feasible
links increases the interference on the link of
interest and brings the value of SINR below the
value of θ.

It should be clear, then, that the existence of
a wireless link is a very volatile notion. Thus,
the proper way of depicting a wireless network
is simply via the location of its nodes, as in Fig.
2. And it should also be clear that the choice of
the transmission power P may very well deter-
mine that existence. As the value of P has obvi-
ous energy consumption consequences, it is
quite clear that energy concerns in a wireless
network are closely related to the choice of
transmission power, since the latter not only
influences the amount of energy consumed on
that link but, more important, determines which
links are feasible and hence which paths can be

used for routing to the final destination. Clear-
ly, then, energy concerns lead to further cou-
pling among the layers in the protocol stack. It
is also clear that under volatile environment
conditions where, due to mobility, channel fluc-
tuations, jamming, and so on, the connectivities
among the nodes keep changing, there is a
need for highly adaptive protocols that continu-
ally sense and react to these variations. As will
be seen, things are sufficiently complicated
even without these temporal connectivity fluc-
tuations. Therefore, we will not attempt to
address the complications that result from
mobility and channel variability in this article.
However, we must recognize and point out
their critical importance.

ENERGY SAVINGS
Let us start with listing the ways in which energy
is consumed (and hence potentially saved) in a
wireless network. Clearly there are three major
modes of operation for any wireless node. It is
either transmitting, receiving, or simply “on.” In
the last mode it typically “listens” but is not
actively receiving. In the transmitting mode
energy is spent in two major ways. The first is in
the front-end amplifier that supplies the power
for the actual RF transmission. This includes
the radiated energy as well as the internal heat
losses in the antenna and the amplifier itself.
The second is in the node processor that imple-
ments all the signal generation, formatting,
encoding, modulation, memory access, and
other signal processing functions. We call the
first transmission energy and the second pro-
cessing energy.

In the receiving mode, energy is consumed
entirely by the processor, including the low-
noise amplifier that boosts the output of the
receiving antenna to levels suitable for demod-
ulation, decoding, buffering, and so on. That is,
in this case the consumed energy is only of the
processing type. Finally, in the “on” mode, the
energy consumed is again of the processing
type (since the voltage controlled oscillator,
VCO, is operating to be ready to commence
demodulation of an incoming signal, and all cir-
cuits remain properly initialized and charged)
but also possibly of some transmission type,
since a listening device may be required by net-
work protocol to emit periodic beacon signals.
The grand total amount of energy spent per
unit time while in the “on” mode is quite small
compared to the receiving and transmitting
modes. However, since in many applications
(especially in sensor networks), a node may
spend most of its lifetime simply in the “on”
position without actually receiving or transmit-
ting, this mode may represent the lion’s share
of the total consumed energy. In other applica-
tions, where a node is actively transmitting dur-
ing most of the time in which it is not switched
off, the amount spent in passive “on” mode is
negligible and need not be taken into consider-
ation. All of the aforementioned modes of
operation involve all the components (hard and
soft) that constitute the node. This includes the
hardware units as well as the processing algo-
rithms. Thus, to reduce the amount of energy
needed to achieve a given communication task

� Figure 2. A wireless network graph.
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(e.g., the transmission or reception of a pack-
et), it is necessary to examine the role of every
one of these components and to also look at
the way they interact.

Energy expenditures are affected by design
choices made at every one of these levels. For
example, the selection of batteries is crucial.
They determine the total amount of energy
that is available to the node. Interestingly,
there is more to this than just the nominal
amount of Coulombs stored in them. The pat-
tern of draining energy from the battery actual-
ly affects the grand total that can be delivered.
In [1] it was shown how the pulsed operation
of each cell can increase the yield of a battery.
The consequences are important. For example,
they imply that a time-division multiple access
(TDMA) protocol might be more energy effi-
cient than other MAC protocols (if everything
else that affects consumption remains the
same). Incidentally, this observation illustrates
yet another way in which there is coupling
across the layers.

Next, energy can be saved by proper selection
of hardware. Power amplifiers are known to be
nonlinear. Thus, when driven to saturation
(which may be necessary if transmission at maxi-
mum power is desired) they are very inefficient
and consume a much higher amount of joules
per joule delivered to the antenna. On the other
hand, operating an amplifier at its linear range
represents underutilization of its potential. Thus,
amplifiers with better efficiency curves can save
energy. In addition, the circuit layout of every
chip has notorious energy consumption effects.
In [2] there are ample discussion and pointers to
energy-efficient circuit architectures. Note that
the desire for energy efficiency in the circuit lay-
out is motivated further by the need to reduce
the thermal effects and avoid excessive heating
of the device.

In addition to these, the choice of antenna
has energy repercussions. Not only do the actual
dimensions, material, and shape determine the
energy efficiency of the antenna, but also its
(possibly electronically determined) radiation
pattern (e.g., directivity) has important effects
on energy consumption.

One of the basic cornerstones of digital com-
munications is the realization that the chosen
combination of modulation/demodulation and
coding/decoding determines the spectral efficien-
cy of the system (i.e., the achievable number of
bits per second per hertz). In other words they
affect the relationship between the two sides of
Eq. 2 by determining the value of θ [3]. Hence,
they determine the needed value of received
(and, hence, transmitted) signal strength for suc-
cessful reception and thereby affect the amount
of energy consumption.

In a similar vein, the choice of signal process-
ing algorithm implementations — including their
software specifications as well as their very large
scale integration (VLSI) incarnations — have
significant effects on energy expenditure. For
example, choosing how to compress a signal, or
store and/or retrieve it from memory does have
measurable effects on energy consumption.

All these aforementioned observations are
fairly well known and have been understood for

some time. What is not yet clearly understood is
how the simultaneous choice of the different
design parameters affects the total energy effi-
ciency in a wireless system. There are many
efforts underway (e.g., [4]) that try to assess the
interaction between these diverse choices.

More important, however, it was not realized
until very recently that the choice of higher-level
protocols (e.g., routing or multicasting) has
equally significant effects on energy consump-
tion. It was of course realized that in code-divi-
sion multiple access (CDMA) cellular systems,
power control (which has been studied primarily
as a means of boosting system capacity rather
than controlling energy consumption [5]) does
have an effect on energy expenditure. Yet, to
date, there have been few efforts to incorporate
power control explicitly in energy-efficient design
of MAC protocols. One example is [6], where
the authors consider the trade-off of the benefits
of capture on throughput against those of time
separation (and hence collision avoidance)
between packets in contention-based access
schemes under energy constraints. Much more
remains (and needs) to be done, however, in
that area.

Also, fairly recently the choice of schedules
for pager devices to be turned on or off has been
looked at from the energy conservation point of
view [7]. Thus, steps toward exploiting design
choices at higher layers of networking for energy
savings are already underway. However, these
first few timid attempts pale beside the explosive
interest in energy-efficient protocol design that
has developed in the last couple of years. It
should be mentioned that the first observations
that routing and MAC protocols have significant
impact on energy expenditures were made in the
context of an ARL-funded consortium, called
Advanced Telecommunication Information-Dis-
tribution Research Program (ATIRP) that was
one of the Army-sponsored Federated Laborato-
ry Research efforts from 1995 to 2001. In [8] the
simple observation was made that since attenua-
tion of radio signals follows the nonlinear curve
of Eq. 1, the choice of transmission power for
routing a packet from A to B in Fig. 3 by relay-
ing it along a tandem of nodes in a straight line
requires less energy than routing it in a single
hop. The importance of this observation lies in
the fact that it suggests that in ad hoc wireless
networks it is energy-efficient to choose long
paths along a series of short hops rather than
short paths along a series of long hops. Hence, it
made plain the coupling between routing and
transmission power choice.

However, things are not that simple. First of
all, if energy efficiency is the only concern in a
communication system, one might as well trans-

� Figure 3. Wireless routing.
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mit nothing. Energy reserves will thus remain
intact in perpetuity. Clearly communication per-
formance is also of paramount interest. Thus,
the choice of how to incorporate energy efficien-
cy in the overall design is far from clear. One
approach is to try to minimize energy consump-
tion subject to throughput (or delay) staying
above (or below) a certain threshold. Alterna-
tively, one can try to maximize throughput (or
minimize delay) per joule of expended energy.
Neither of these approaches led to simple pre-
cise formulations or easy solutions.

Then we note that energy consumption (as
mentioned earlier) does not occur only through
transmission, but also through processing. So, if
the decision is made to route via nearest neigh-
bor toward any destination, the consequences
are that the delay increases (due to the multiple
hops) and the processing energy increases (due
to the repeated relaying of the signal). In addi-
tion, it is far from clear what happens to the
overall transmission energy, since to implement a
nearest neighbor routing policy, significantly
augmented overhead control traffic will be
required to coordinate the establishment of the
routing paths and access control protocols across
the entire network.

Therefore, the introduction of energy efficien-
cy considerations complicates the upper layer
designs (e.g., routing) despite the simplistic obser-
vation in Fig. 3. At a minimum, the use of energy
by intermediate relay nodes raises issues of coor-
dination among node transmissions, and of desir-
ability or appropriateness that may depend on the
application supported by the network.

In ad hoc (multihop) wireless networks, the
problem of routing has (not surprisingly)
received more attention than any other design
and operation problem. For example, see [9, ref-
erences therein]for only a segment of the work
on ad hoc network routing.1 So it is no surprise
that the lion’s share of the recent work on ener-
gy efficiency in ad hoc networks seems to be
concentrating again on routing [10–13]. Howev-
er, the community has embraced the notion of
energy efficiency in quite a broad way and has
made energy concerns one of the cornerstones
in overall ad hoc network design. The approach-
es taken so far and the particular problems cho-
sen by the various researchers on energy
efficiency have been very recent and very diverse.

The proceedings of IEEE INFOCOM 2001 and
2002 as well as those of recent Mobicom and
Mobihoc conferences are the best examples of
this diversity. It would be impossible to do them
justice by summarizing them here. Additionally,
it is too early to detect a common or prevailing
thrust in these investigations. They are charac-
terized by the somewhat disorderly and chaotic
nature of a multifront and multi-objective area
of emerging research.

Before we continue with the examination (in
some more detail) of the case of wireless multi-
casting in the next section, we should make an
important distinction. We should differentiate
between treating energy as a cost function and
treating it as a hard constraint. These are two
very different situations. In the former, the view-
point of the designer, albeit complex in execu-
tion, is simple enough in perception. The
objective is simply to minimize the amount of
energy per communication task. Although the
definition of a communication task can quickly
become convoluted, the idea is to treat energy as
an expensive but inexhaustible resource. For
handheld devices, for example, we want the bat-
teries to deliver as much functionality as possible
before they are recharged or replaced. But they
can be recharged or replaced.

On the other hand, when energy is a hard
constraint, it is not a question anymore of using
it efficiently because it is expensive. In this case
the energy is not renewable at all. It is all you
have, period! Of course, for this reason it is even
more imperative to use it economically. But at
the same time we want to perform some com-
munications function. The temptation to slide
toward the preposterous solution of hoarding
energy forever by transmitting nothing (men-
tioned earlier) is clearly increased. But obviously
this solution does not make sense. So, what is
then the right approach?

Even at the conceptual level, the finite energy
case is far more complicated. One must question
what the fundamental objectives are. Clearly,
longevity of the network is an important one.2
But some form of communication performance
must also be an objective. Since by definition the
network will only last a finite amount of time,
what is a reasonable communication perfor-
mance objective? The throughput? The total
data volume delivered? Consider, for example,

� Figure 4. Performance of different strategies.
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1 Again, to give proper
credit, it is necessary to
mention that the very first
attempt to design and
analyze an ad hoc wireless
network intelligently and
systematically can be
traced back to the design
of an Intra-Task-Force
(ITF) network by a team
at NRL in the early ’80s
[14–15]. The programs
that were initiated by the
Defense Advanced
Research Projects Agency
(DARPA) on low-cost
packet radio and surviv-
able radio networks fol-
lowed soon thereafter.

2 A complicating issue
when dealing with a net-
work of wireless nodes is
to define when the net-
work “dies;” is it when the
first node runs out of
energy? Is it when all
nodes do? (If you think
about it there may be one
node, the last, that will
not die since all others
have died, and hence it
can’t spend energy any-
more). Or is it when a
fraction of them dies?
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the hypothetical plots in Figs. 4a, 4b, and 4c.
They depict the performance of two alternative
strategies for constructing multicast trees in the
same wireless network under the same traffic
load. These strategies are referred to as proto-
cols (1) and (2). The performance is measured
by the total volume of bits cumulatively deliv-
ered by all nodes of their destinations over the
lifetime of the network. In each figure the total
bit volume is sketched against time for the two
alternative protocols. In Fig. 4a it is clear that
strategy 1 is superior because it outperforms
strategy 2 in every reasonable sense. It has high-
er volume (not only at the end but also at every
intermediate time instant), it causes the network
to last longer, and its instantaneous throughput
is always superior.

In Fig. 4b, it is a little harder to decide. Strat-
egy 1 delivers more data at the end but the net-
work dies earlier. In sensor networks, for
example, longevity is very important. Which
strategy is preferable? And, in Fig. 4c, it is even
more complicated. Now the volume curves cross
each other. So strategy 1 provides a more vigor-
ous network in the beginning that outperforms
strategy 2 until a crossover time, when the net-
work under strategy 1 turns sluggish (although it
does live longer), but strategy 2 delivers a higher
traffic volume overall. Again, which strategy
would one choose?

Lest the reader think this is an artificial,
hypothetical scenario, it should be added that we
have actually encountered all three profiles
shown in Fig. 4 during our studies of alternative
strategies for multicasting with an energy con-
straint. As seen in detail in the next section, the
definition of bit volume in multicasting counts
the total number of bits delivered rather than
transmitted. Clearly, a single bit transmission in
a wireless environment may result in multiple bit
receptions since it can be received simultaneous-
ly by several neighboring nodes.

In conclusion, there is a need for some care-
ful thinking in formulating objectives for the
design and operation of energy-efficient wireless
networks, especially in the case of a hard con-
straint on available energy.

REVIEW OF A CASE STUDY:
MULTICASTING

To illustrate some of the points made so far, and
to add some specificity to our remarks, we will
outline the study of a concrete example, that of
source-initiated multicasting. The reason we
chose multicasting is twofold. First, it is a gener-
alization of the routing problem, which has
received a great deal of attention; second, it
introduces a new twist to the trade-offs involved
in energy efficiency. Recall the argument made
in connection with Fig. 3, where it became appar-
ent that, at least as far as transmission energy of
the payload traffic is concerned, it is advanta-
geous to route over contiguous, short, multiple
hops. But in multicasting, as depicted in Fig. 5, if
the intended receivers are B1, B2, …, Bn, the
grand total energy needed to transmit via short
hops may very well exceed that to transmit via a
single hop (assuming all destinations can be

reached via a single transmission). In other
words, the disadvantage of nonlinear attenuation
is mitigated by the advantage of simultaneously
reaching multiple destinations. At the outset it is
unclear which is the best way to resolve this
trade-off. Thus, in addition to the complexities
outlined in the previous section, we have a new
dimension of complication. Also, note that when
the multicasting problem is fully immersed in the
actual wireless network environment, it is com-
plicated further by MAC considerations. It is far
from clear whether multiple short hops or a sin-
gle long hop create more interference. And
interference adds its own energy consumption
consequences.

Note that here we do not consider the infor-
mation theoretic case of broadcasting, in which
different signals are transmitted to the source
node’s neighbors over the individual channels
between the source and these neighbors. This is
an entirely different and very interesting case in
which the main objective is the determination of
the region of achievable rates at which the
source can communicate simultaneously to its
neighbors. This case is subsumed somewhat in a
brief discussion in a later section.

In considering the multicasting problem we
choose the source-initiated case rather than the
usual Internet-like case in which the source is
transmitting continuously and receiving nodes
decide to join at will. The latter is more appro-
priate for entertainment or basic data distribu-
tion like weather, stock prices, and so on. In a
wireless ad hoc network the applications we have
in mind are more of the sensor or battlefield
type. In both cases different nodes generate at
random instants new information that is targeted
toward specific subsets of network nodes. Thus,
a multicast tree path is needed from each source
to its destinations.

Just to be sure that the problem under con-
sideration is clearly understood, let us define
explicitly what we mean by multicasting. We
assume that every node is a potential source of

� Figure 5. Wireless multicasting.
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messages intended for a set of destination nodes
that depends on the source node and the mes-
sage. Thus, upon generation of each message, we
need to decide the set of nodes to which the
source needs to transmit this message in one
hop. Hence, we need to decide its transmission
power. Then we need to specify which of the
nodes so reached need to relay this message fur-
ther toward the intended destinations. There-
fore, we need to decide the power at which they
need to transmit and which of the nodes their
transmissions reach need to relay this message
further, and so on and so forth. That is, we need
to construct a wireless transmission tree.

At this point an important distinction is
needed as to the type of traffic we consider. We
may have image or video or speech transmis-
sions that require session-based operation, or
datagram data that do not require bandwidth
reservation and connection establishment but
rather a store-and-forward mode of operation.
Both cases are interesting and important. Our
main focus will be first on connection-oriented
traffic because it permits crisper crystallization
and understanding of the trade-offs, and
because some interesting (unintended and unan-
ticipated) consequences arise. Note that with
session-oriented traffic, bandwidth resources
need to be reserved and dedicated along the
tree path of the session for its entire duration.
These resources are released at termination of
the session. This is generally not the case in
connectionless or non-real-time traffic.

So our model is the following. The node loca-
tions are randomly distributed, and each node
independently generates (in a Poisson fashion)
requests for establishing multicast trees to sub-
sets of network nodes (which are independently
chosen according to a uniform distribution). The
objective, then, is to create an energy-efficient
tree for each request. And, of course, the energy
efficiency objective comprises the entire network
and the long-term duration of its operation.
Clearly, then, some objective functions need to
be defined.

Before selecting such objective functions
(also referred to as global performance mea-
sures), we must address the question of mobility.
Wireless networks of most types are expected to
be mobile and dynamic. However, to capture the
effects of mobility as we initiate this investiga-
tion is rather difficult (if not impossible). For
one thing, mobility will mask the trade-offs we
have alluded to, and for another, there are some
wireless networks that are indeed static (like the
single deployment of stationary sensor devices).
Thus, initially we consider a static wireless net-
work (with the intent, of course, to eventually
include mobility in the model).

Suppose that during the network’s operation
there is a total of N multicast requests. Let the
ith such request have ni intended receivers. Then
a tree must be constructed to reach those ni
receivers from the source node. Constructing a
tree, unlike the case of nonwireless networks
where the links are well defined by the network
graph, implies that every node on the tree must
choose its transmission power and hence the set
of links that it will establish toward its selected
set of neighbors. The usual treatment of multi-

cast tree construction in wireline networks is
greatly simplified by the fact that every link has
a well-defined metric. Thus, the problem
becomes simply one of choosing a tree that
reaches its destinations with minimum total cost
(defined as the sum of the link costs on the
tree). By the way, this easily formulated problem
is a combinatorial complex one that is NP-com-
plete [16] and has been extensively studied in the
literature [17–19]. Due to its complexity, only
heuristic techniques exist for its solution.

In the wireless context, however, things are
worse than this. We do not have a well-defined
link metric. For example, link bit error rate,
delay, residual energy, and residual capacity are
all appropriate quantities to serve as link met-
rics; but we do have the usual global objectives,
such as total delay, throughput, blocking proba-
bility, total energy consumption, and so on. If
we could find link metrics that map accurately
to the global objectives, the wireless case would
become similar to the wired one, but as we
shall see, this is not easy (or even possible).
Thus, we have some truly uncharted territory to
explore.

Before proceeding further we must observe
one additional complication. As the multicast
requests keep coming in and different trees are
generated, to actually carry out the transmissions
we need to consider the MAC problem. If we
assume contention-based protocols, TDMA-
based scheduled transmissions, or CDMA sig-
nals, we have to deal with seriously intertwined
variables and a situation that will be very diffi-
cult to resolve. In the literature there have been
attempts to consider joint MAC and routing pro-
tocols (e.g., [20, 21]), but, first, these have not
been considered in the context of multicasting,
second, they have not taken energy efficiency
into consideration, and third, they have been
fairly ad hoc choices (which is fine). We find
that things become somewhat more tractable if
we assume channelized transmission — that is,
frequency-division multiple access (FDMA) —
and, in addition, transceiver-limited nodes. What
this means is that we do not have interference
problems as long as each node is transmitting at
a different frequency, and we allow each node to
be capable of transmitting and/or receiving mul-
tiple signals at the same time by virtue of having
multiple transceivers. So, if a node has T
transceivers, it is capable of participating in up
to T different sessions, assuming there are at
least T different frequencies available to it. If
the total number of channels is F, the maximum
number of distinct sessions each node can partic-
ipate in is min(F, T). Although every node has
its own T transceivers to control, the F channels
are in a common pool and are accessible by
every node.

As long as F and T are finite it is possible
that either some multicast sessions will be
blocked entirely or that some of the intended ni
destinations may be unreachable because of
unavailability of unoccupied frequencies and/or
transceivers. Thus, for the ith multicast session
we denote by mi the number of destinations that
can actually be reached. Clearly, mi ≤ ni. In addi-
tion to the complexity of resolving the frequency
reuse problem by appropriate assignment of
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channels, in the wireless network case we have
the additional problem that, as argued in an ear-
lier section, every node receives residual energy
from a signal transmitted by any other node, no
matter how large their geographical separation.
Thus, the frequency scheduling problem must be
made on the basis of Eq. 2. Although in princi-
ple this can be done, it complicates the problem
even further. Note, for example, that the analysis
of channel assignment and frequency reuse in
cellular networks initially avoided this problem
by neglecting interference from more than a
small number of cells away. Although this
assumption is inaccurate, it permitted an approx-
imate approach to the problem. In an ad hoc
network, however, we do not have a cellular
structure; thus, there are no natural boundaries
of what might constitute no-interference zones.

One way to avoid this complication is to initial-
ly assume that both F and T are large enough so
that every multicast request can be accommodated
(so the energy-efficiency trade-off can be under-
stood) and then to relax this assumption by first
assuming T finite (to permit partial or total block-
ing due to lack of available resources) and then
both T and F finite (in which case the scheduling
of the available frequencies must be resolved).

Let us now return to the issue of global objec-
tives. One such objective is simply the total
expended energy. If the durations of the multi-
cast sessions are independent and identically dis-
tributed, the expended energy is, on average,
proportional to the total utilized power. If the
sum of the transmission powers of all nodes that
relay the signal on the multicast tree of the ith
request is Pi (i.e., Pi is the total power needed to
support the ith multicast signal), that objective
function would be simply the sum of all the Pis
as i varies from 1 to N. We also need, however,
an objective function that will address the com-
munication performance issue. Otherwise,

can be minimized by rejecting every call request
and thus spending zero energy. (By the way,
although admission control can be, in principle,
exercised for better overall performance, initially
we assume that the network will not try to antici-
pate future gains and thus will try to accommo-
date every call request. Therefore, a call will be
blocked — partially or totally — only if there are
not available resources).

Another objective function (that addresses
the issue of communication performance) is the
total throughput. For session-oriented traffic we
know that throughput (i.e., the average number
of accepted calls per unit time) is maximized
when the blocking probability is minimized. But
in a multicast environment, where a call may be
partially blocked, the notion of blocking proba-
bility is not well defined. The natural generaliza-
tion of this notion is what we call multicast
efficiency defined by

(in unicast routing, ni = 1 and mi = 0 or 1;
hence, the efficiency reduces to the blocking
probability).

Having these two functions, we now have the
difficulty common to any multi-objective opti-
mization problem: how to optimize both func-
tions. As mentioned earlier, it is possible to
impose a constraint on one and try to optimize
the other or, equivalently, try to optimize a lin-
ear combination of the two (although theoreti-
cally the two approaches are equivalent, there
are serious practical difficulties in deciding the
values of the coefficients in the linear combina-
tion case since the two quantities have vastly dif-
ferent value ranges).

Alternatively, one can attempt to “fuse” the
two objectives in a single function. There are
numerous ways of doing that. We chose what we
called the yardstick measure (since we might use
it as the sole yardstick for comparing different
multicast tree const ruction algorithms). The
yardstick is defined as

that is, it is the average value (over all multicast
requests) of the products of individual tree effi-
ciencies and individual tree “throughput-per-
joule” values. Note that mi/ni is a measure of the
efficiency of the ith tree (in accordance with the
definition we gave earlier) and mi/Pi, which can
be written as miti/Piti (where ti is the duration of
the ith multicast), represents the number of bits
this multicast delivers (if ti is measured in bit
interval units) divided by the energy expended
for that delivery. We do not wish to argue too
strongly about the merits of this function. It just
represents one choice (of many possible) that
captures both throughput efficiency and trans-
mission energy. Note that we are indeed ignor-
ing processing energy, overhead traffic, and
energy expended while being on. However, it is a
straightforward step to include these in the for-
mulation. This is done in [22–24] where many of
the details of this work along with various gener-
alizations of it can be found.

No matter which of these global performance
measures we select, there is no way in which we
can identify a link measure that will map per-
fectly to it. The basic reason for this is that no
individual link-related quantity can capture the
blocking probability (or the multicast efficiency
we are using here). This is why in the long histo-
ry of telephone network routing only heuristic
solutions were developed for call routing (unlike
the case of data networks where link delay
relates directly to total delay and for which a
variety of solid optimal algorithms have been
developed). Blocking results from unavailability
of resources to form a path from the source to
the destination(s). The availability of such
resources on a single link does not relate to total
blocking in a simple and direct quantitative way.
By contrast, total delay along a path is simply
the sum of the individual delays along the links
of the path. Thus, routing for connection-orient-
ed traffic that minimizes blocking probability
remains to a large extent an art, since the
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methodologies of optimal routing that are used
in data traffic are not applicable.

Still, to develop some algorithms for multicast
tree construction (albeit suboptimal and heuris-
tic), we do need to decide on a link metric. Alter-
natively, taking advantage of the node-centric
(rather than link-centric) nature of ad hoc net-
works, we may decide on a node metric. A simple
choice (that maps reasonably well to the total
energy consumption metric) is simply the mini-
mum power needed for a node to transmit suc-
cessfully to a particular neighbor (that would yield
a link metric) or the minimum power needed for
a node to reach all of its children nodes on the
tree (that would correspond to a node metric).
Note the important distinction between the way
these costs accumulate in the case of wireless net-
works and the way they do in nonwireless net-
works. In Fig. 6 we see that the cost (power)
needed for S to reach A is p1 and the cost (power)
to reach B is p2. If the multicast tree includes S
and the downstream neighbors A and B, the total
cost for this inclusion in a nonwireless network
would be p1 + p2, while in the wireless network
it would be max(p1, p2). This important differ-
ence (identified essentially at the beginning of
this section) is termed the wireless multicast
advantage, and forms the basis of our approach.

So, with these considerations as the back-
ground, we now propose and explain a simple
centralized principle for constructing multicast
trees. We focus only on the construction of a
single tree (which is equivalent to assuming that
all call requests are accepted, which in turn
implies that the values of T and F are arbitrarily
large), and we assume that the intent is to reach
all other nodes in the network (i.e., we want to
construct a broadcast tree).

Looking at Fig. 7 we start from the source
node S and keep increasing its power until it
reaches the closest of its neighbors (say, A1); the
power needed is p1. Then we let S’s power
increase until it reaches its second closest neigh-
bor (say, A2). It takes power p2 > p1 to do that.
We then compare p2–p1 (i.e., the incremental
power needed to reach one additional neighbor)
to the power p3 that A1 requires in order to
reach A2. If

p3 > p2 – p1,

the beginning of the tree has S as the source and
A1 and A2 as its children (at total “cost” p2). If

p3 < p2 – p1,

the beginning of the tree has S, A1, and A2 in
tandem with total cost p1 + p3. This is the incre-
mental power cost principle. The subsequent
steps continue along similar lines. That is, we
keep increasing the powers of all three nodes
until a fourth node is reached; then we compare
the increments on the power levels of all three
nodes required to reach that fourth node and
select (as an addition to our tree) the branch
that requires the smallest increment. Clearly, as
this process continues, it is possible to find that
a choice at step k supercedes some earlier choic-
es and reshapes the tree accordingly. For exam-
ple, if in Fig. 7 we opted for the S ,  A1, A2
tandem and the fourth node is reached most
economically (in the incremental power sense)
by increasing the power of S to level p4 (that
manages to reach A1 and A2 as well), the tan-
dem is replaced by a star centered at S with
total “cost” p4 . This procedure will yield a
broadcast tree and is termed the Broadcast
Incremental Power (BIP) protocol. It was first
proposed and developed in [25].

If the destination node set is a subset of the
network node set (i.e., if we want to execute a
multicast rather than a broadcast), the heuristic
we just described can be adjusted by first con-
structing a broadcast tree and then proceeding
to prune it by removing all leaf nodes that are
not destinations (including intermediate nodes
that do not have destination nodes among their
children). This procedure is called the Multicast
Incremental Power (MIP) protocol (also
described first in [25]). There are many ways in
which this protocol can be modified and/or aug-
mented. First, there is a “sweep” operation that
can be performed by which, after we complete a
tree, we revisit the intermediate nodes and see
whether subsequent node additions supercede
their role and thus eliminate them from the tree
(or adjust their power downward). Then we can
consider the case of finite values of F and T,
and add frequency assignment heuristics to the
tree construction, while at the same time we
start registering partial (or total) call blockings.
Finally, we can consider truly alternative tree
construction methods for comparison purposes.
A simple alternative is to consider each multi-
cast call as the superposition of several unicast
calls. Then, using the transmission power metric
on each link, we may find the least cost unicast
tree (by using a Bellman-Ford-type algorithm),
and then construct the multicast tree by super-
posing the unicast trees and consolidating the
needed transmissions (and therefore the costs)
whenever possible. These variations and alterna-
tives have been explored in [22–25] at consider-
able length and will not be expanded on here. It
is worth noting, however, that these investiga-
tions and related performance evaluations have
yielded interesting observations that reveal
some of the dynamics that govern the energy-
related trade-offs in ad hoc networks. Although
no definitive conclusions can be drawn yet,
plenty of food for thought has been generated.
For one thing, the possibility of implementing

� Figure 6. The wireless multicast advantage.
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these algorithms in a distributed way is currently
being explored. Also, the possibility of incorpo-
rating mobility in the model (based on a dis-
tributed implementation) appears to be feasible
now. To begin with, the relative notion of a link
(as explained in an earlier section) permits con-
siderable elasticity in network connectivity. This
means that as nodes move away from other
nodes that are transmitting to them, an increase
of the transmission power enables the continued
satisfaction of Eq. 2 and thus maintenance of
the link. Conversely, when nodes move closer to
each other, transmission powers can be lowered
so that the existing connectivity can be main-
tained at lower energy cost. Alternatively, the
rate can be actively (at the transmitter) or pas-
sively (at the receiver) adjusted toward the same
end. Of course, as nodes move, alternative con-
nectivities may become preferable to existing
ones. How to best take advantage of this possi-
bility is not clear. However, the node mobility
(or channel fluctuations, for that matter) need
not disrupt the connectivity of a network, nor
necessitate emergency measures (unless the
resulting changes are dramatic). Such elasticity
permits the maintenance of ongoing sessions in
the presence of moderate mobility.

If we turn our attention now to the case
where the available energy is totally nonrenew-
able (i.e., hard-constrained), clearly the formula-
tion outlined above is not satisfactory. Although
the algorithms we described will continue to
favor energy-efficient paths (on average), there
is no provision for reacting to, or avoiding, dis-
connections due to exhaustion of the energy
reserves at individual nodes. We mentioned ear-
lier the difficulties associated with selecting
appropriate global performance measures (since
longevity becomes a new important component
of the overall picture in this case). These diffi-
culties are more acute here. If we insist on using
some link- (or node-)based costs in the construc-
tion of the trees, the link (or node) metric must
be revised. One way of doing this is by modifying
the cost from A to B (for the link AB) or from A
to its children (for the node-based cost case) to
include the quantity EA(0)/EA(t), where EA(t)
represents the residual energy reserves of node
A at time t, t ≥ 0 . That is, the cost quantity will
be given by

where PA is the needed power with which A can
reach B (or all its children) and β is a parameter
that weighs the relative importance of the resid-
ual energy factor against that of the transmis-
sion power. Clearly, when β = 0, this metric
reduces to the one we used before. In [26] there
is an exhaustive discussion and analysis of the
constrained energy case. What is worth men-
tioning here is the fact that when the new met-
ric is used, all nodes tend to die (i.e., run out of
energy) within a very short time of each other.
In other words, this choice enforces a sort of
load balancing that brings about a behavior that
may or may not be desirable. In [27], where a
similar problem was formulated, it was shown

that network longevity is maximized if and only
if the longevity of the node that dies first is
maximized. A consequence is that under opti-
mal control of energy expenditures, the nodes
tend to die almost all at once. Thus, our obser-
vations are at least consistent with one aspect of
optimal behavior. Another thing worth mention-
ing is that when we compared alternative tree
construction algorithms until the network died
(and we used several definitions of network
death), we observed behavior similar to that
shown in Fig. 4, which reinforces the observa-
tion that the choice of what constitutes an
appropriate global performance measure is not
obvious at all.

An extension of this study has also been done
recently, in which the antennas are assumed to
have a controllable amount of directivity [28].
New degrees of freedom appear in the tree con-
struction process, and there is (as expected) sig-
nificant improvement in performance. A novel
aspect of the reach vs. energy use trade-off is
that when the beam becomes very narrow, a
great deal of energy is saved, but the wireless
multicast advantage is also reduced since there
are fewer receiving nodes within the diminished
beamwidth.

The case of unicast routing, although a spe-
cial case of multicasting, deserves separate treat-
ment, because it involves no wireless advantage.
This has been looked at in [29] following the
principal lines of the approach described for the
multicast case. As mentioned earlier, there is a
growing body of work concerning energy-effi-
cient routing, but not for session-oriented traffic.
A by-product of the proposed point of view in
considering connection-oriented routing is that,
by using link metrics, it becomes possible to
solve blocking probability optimization problems
by means of Bellman-Ford-type algorithms that
have very low complexity. That alone is a
remarkable achievement, even if the resulting
solutions are only suboptimal.

Since much of the attention to energy-effi-
cient routing in ad hoc networks has concentrat-
ed on data networks, it is useful to make a few
closing comments on how the approach
described so far for session traffic can be modi-
fied to apply to the connectionless case. The
main difference is that we need not select multi-
cast trees that require commitment of resources
(bandwidth and transceivers). Packets can be
stored at each node as in ordinary datagram
routing. The case of unicast routing simply
requires the determination of a path that has
minimum cost. This requires that an appropriate
link metric can be determined. The case of data
multicast routing is, on the surface, similar to
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that of session multicast routing, in the sense
that, again, we want to determine a least-cost
tree for an appropriate link (or node) metric.
The difference is that any sensible such metric
must involve the queuing delay on each link.
Unlike the unicast case where these delays can
be determined and updated dynamically as the
packet travels along its path (requiring only a
next-hop decision at each node), in the multicast
case we cannot do such a determination since
Bellman-Ford-type philosophies cannot be used
when each packet has multiple destinations.

Nonetheless a new link metric is needed no
matter what. For the energy-efficient case (with-
out a hard constraint on energy reserves) one
can use the following metric:

PA ⋅ dα
A,

where PA is the needed power (to either one or
multiple downlink nodes), dA is the expected
delay of each packet (directly related to the
number of packets ahead of it in its storage
queue), and α is a parameter for relative weight-
ing. In the energy-constrained case we can modi-
fy this metric as

where the new factor is identical to the one used
before and β is another weighting coefficient.
The data case has not been adequately investi-
gated yet, but it does present some interesting
new challenges with respect to tree construction.

It is hoped that this brief review of the multi-
casting case illuminates sufficiently the new,
interesting, and very complex trade-offs that
arise when energy efficiency is considered in an
ad hoc network. It is also hoped that the
inevitability of layer coupling in this case has
become apparent.

CAPACITY ISSUES

We would be remiss in our review if we did not
consider the notion of network capacity when
energy-efficiency is desired. First of all, let us
clarify the use of the term capacity. In the study
of any kind of networks, the notion of Shannon-
theoretic capacity has not been formalized yet
[30]. Some recent work [31] has pointed the way
toward formulating this notion, but still, not in
the sense of delay-sensitive transmissions or
bursty users. Thus, our discussion will shy away
from Shannon capacity. Before doing so, howev-
er, it should be observed that some earlier work
on capacity per unit cost has introduced the
interesting notion of the number of bits per sec-
ond per cost unit that can be transmitted if a
separate cost function is provided. When expend-
ed energy is the cost, it is tempting to consider
extending (or using) the work in [32–33] to
define similar per-unit-cost capacities. However,
this is just a preliminary possibility that has not
been carefully developed.

Let us return, then, to the case of other capac-
ities. In the study of networking it is possible to
define the transmission capacity of a network as
the maximum throughput it can sustain when the

rates of transmission on each link are fixed. The
maximum throughput is the grand sum of all sus-
tainable source-destination transmission rates.
While for a nonwireless network this is not a diffi-
cult quantity to compute, in a wireless network it
becomes quite murky. Recent asymptotic results
in [34, 35] gave a formal definition of this trans-
mission capacity for ad hoc networks and showed
some interesting properties in their asymptotic
behavior with and without mobility that go beyond
the scope of this article.

Nonetheless, there is one observation that is
useful to make here that, in a way, combines the
notion of transmission capacity with that of
energy awareness. If the energy stored at each
node is finite, the number of bits per second that
can be transmitted can vary, but the total num-
ber of bits it can transmit over its lifetime is pre-
determined. If the link is fixed and the
transmission over it is isolated from the rest of
the network, the amount of energy per bit (as
argued in an earlier section) is fixed, and thus
the total number of bits is also fixed.

In a network, however, the node chooses over
which link to transmit. The question, then, arises
whether the total volume of bits the network can
deliver over its lifetime is also predetermined or
otherwise bounded. The answer is not clear.
Intuition seems to suggest that there must be a
tight upper bound to the bit volume of an ener-
gy-constrained network. Some preliminary
results of invariance of bit volume with respect
to channel and transceiver resources [36] seem
to support that suggestion. However, we do not
yet know how to define such an upper bound, let
alone how to compute it.

CONCLUSIONS

It is by now clear that energy-aware, energy-effi-
cient, or energy-constrained operation of wireless
networks is not only desirable and important, but
a basic requirement. It is also clear that energy
can be saved by judicious design within and across
any networking layer. Especially for the case of ad
hoc wireless networks, protocol design at the net-
working layer (i.e., layer 3) in conjunction with
transmission power choice (a choice that affects
the physical and the MAC layers a well) offers
the possibility of substantial performance
improvement. In addition, the analysis of how
energy expenditure, power of transmission, and
route selection interact presents a whole set of
novel conceptual and trade-off questions. From
the practical viewpoint, the effects on perfor-
mance are clearly of paramount importance.
From the intellectual viewpoint, the new ques-
tions open up exciting investigation possibilities.

It is hoped that this general review of the
broader energy issues and the somewhat more
detailed review of the case of wireless multicast-
ing will educate some readers and stimulate oth-
ers to contribute to this exciting new area.
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Especially for the
case of ad hoc

wireless networks,
protocol design at

the networking layer
(i.e., layer 3) in
conjunction with

transmission power
choice (a choice that

affects the physical
and MAC layers as

well) offers the pos-
sibility of

substantial
performance

improvement.


