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ABSTRACT

Broadband wireless access along with evolv-
ing mobile Internet and multimedia services are
driving the recent surge of research and develop-
ment activities for future wireless communica-
tion systems. In this article we provide an
overview of antenna systems for broadband wire-
less communications and introduce some of the
important issues surrounding them. The
approach we use is to first provide a general
framework of how antenna systems may be uti-
lized in wireless communication systems and
then describe the antenna systems themselves. In
particular, we consider antenna systems for the
base station, mobile station, and then finally
multiple-input multiple-output antenna systems
where antenna systems are utilized at both the
base and mobile stations.

INTRODUCTION

In recent years, there has been a substantial
increase in the development of broadband wire-
less access technologies for evolving wireless
mobile Internet services and next-generation cel-
lular systems. These technologies must be able
to cope with the challenging wireless environ-
ment and antenna systems in the form of adap-
tive arrays or smart antennas can provide an
effective and promising solution while achieving
reliable and robust high-speed high-data-rate
transmission. Such systems have been proposed
for wireless communications for many years [1,
2]. Recently, however, research and develop-
ment in this area has significantly increased [3,
4], and many commercial products are now read-
ily available for wireless communication systems.
In addition, recently proposed multiple-input
multiple-output (MIMO) antenna systems [4] or
space-division multiplexing (SDM) systems are
further revolutionizing antenna systems for wire-
less communications.

The reason for the renaissance of antenna
systems is that they have become one of the key
technologies for increasing capacity and data
rates of wireless communication systems. Their
use helps mitigate three major impairments

caused by the wireless channel: fading, delay
spread, and co-channel interference. The earliest
form of antenna system for improving the per-
formance of wireless communication systems was
antenna diversity; it helps mitigate the effects of
fading. Antenna diversity has been in commer-
cial use at the base station of most wireless com-
munications for many years. Over the last two
decades, smart antenna systems (or adaptive
antennas), which attempt to actively mitigate co-
channel interference, have also been developed
[1, 2], and commercial systems are now appear-
ing at the base station. Recently, there have also
been some important developments, and these
include the idea of space-time receivers, space-
time coding, and SDM antenna systems. The
proposed wireless metropolitan area network
(wireless MAN) standard IEEE 802.16, which is
aimed at wireless broadband access, is also con-
sidering the use of antenna systems for perfor-
mance improvement.

In this article we attempt to provide an
overview of all these antenna systems for wireless
broadband communications and introduce some
of the important issues surrounding them. Our
basic definition of an antenna system is any adap-
tive configuration of multiple antennas that
improves the performance of a wireless communi-
cation system. The key points are that the system
must be adaptive and consist of multiple anten-
nas. Our definition includes diversity, smart or
adaptive antenna systems, and MIMO or SDM
antenna systems. It is also important to note that
the particular form of the antenna system depends
on the exact wireless system configuration,
whether it is used for reception or transmission,
and if it is at the base station or mobile station.

The organization of this article is as follows.
We introduce a framework and some general con-
cepts that form the basis for most antenna sys-
tems. We discuss antenna systems in which there
are multiple antennas at the base station and only
a single antenna at the mobile station. We discuss
smart antenna systems at the mobile station, while
we introduce recently developed techniques based
on smart antennas at both the base and mobile
stations, also known as MIMO or SDM antenna
systems. Finally, we summarize the article.
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M Figure 1. A general antenna system for wireless broadband communications.

THE FRAMEWORK

Wireless communication systems usually perform
duplex communication between two points; here
we define these two points as the base station
(BS) and mobile station (MS). In a duplex wire-
less communication system, it is important to
understand that there can be up to four antenna
systems operating. There can be two systems in
the downlink: an antenna system for transmis-
sion at BS and another antenna system for recep-
tion at MS. Additionally, there can be two
systems for the uplink: transmission at MS and
reception at BS. An example of such a system is
illustrated in Fig. 1 where the four antenna sys-
tems can readily be seen. It should be noted that
at the MS in Fig. 1, the antennas for transmis-
sion and reception are shared, thus, providing
some simplification. In general, there are M
antennas at the BS for transmission, N antennas
for reception at the MS, K antennas for trans-
mission at the MS, and L antennas for reception
at the BS. Since the antennas at the MS are
shared, the number of antennas needed at the
MS is the maximum of either N or K. At the BS
and MS, transmission and reception processing
are performed separately, as indicated by the
separate blocks in Fig. 1.

In a conventional GSM system, for instance,
diversity combining using 2 antennas is per-
formed on the uplink only and therefore using
our terminology it is characterized with M =1, L
=2and N = K = 1. Typically, when M and N
are both greater than 1 we refer to the system as
a MIMO system in the downlink (or when K and
L are both greater than 1 as a MIMO system in
the uplink), and this has been popularized by the
V-BLAST architecture [4].

An intuitive picture of the operation of the
antenna systems can be obtained from Fig. 2,
where the antenna patterns for two configurations
are illustrated. In Fig. 2a we illustrate an uplink
system where K = 1 and L > 1, and observe that
the MS radiates omnidirectionally, while the BS is
able to shape its antenna pattern and focus it
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M Figure 2. Uplink antenna systems: a) BS antenna system with K = 1 and L
> 1; b) MIMO antenna system with K > 1 and L > 1.

onto the MS while also rejecting interference
through pattern nulls. This process is often
referred to as spatial filtering since signals arriving
in different spatial directions are treated differ-
ently. It should be noted that such a picture of
the smart antenna is highly simplified.

In practice, it is likely that the desired and
interfering signals will arrive from many differ-
ent directions, and therefore the actual beam
pattern on the right side of Fig. 2a may appear
completely different and not reflect a focusing
process. In Fig. 2b we also illustrate a MIMO
system where both K > 1 and L > 1 and several
data streams are sent simultaneously over the
wireless channel. In this example, each antenna
at the MS transmits a different data stream and
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M Figure 3. An example of a space-time receiver with two antennas and two

time taps.

radiates them omni-directionally. At the BS, the
antenna is able to form several beams that can
select each of the data streams and correctly
receive them. In this example, it is clear that the
capacity of the system has been increased by a
factor of three compared to a conventional sys-
tem, and this is one reason MIMO systems are
generating so much excitement [4].

A key research area for these antenna sys-
tems is the development of the transmit and
receive processing blocks (Fig. 1). Typically,
these processing blocks consist of weights that
are multiplied with the incoming signals; then
the resulting signals are combined in various
ways and then output. This is often referred to
as space processing, and the blocks can be either
linear or nonlinear. The processing may also be
done in time to help further mitigate intersym-
bol interference (ISI), and then the processing
can be thought of as space-time processing. An
example of a linear space-time processing
receiver system is illustrated in Fig. 3. In this
example there are two antennas and two time
taps per antenna, with 7 denoting the symbol
period, so a total of six combining weights are
needed. In a code-division multiple access
(CDMA) system, the delay taps could be
replaced by fingers of a RAKE receiver. The
weights can be determined by the use of the
minimum mean squared error (MMSE) criteria,
for instance, when training sequences are avail-
able. Several enhancements to the general struc-
ture in Fig. 3 are possible; the most common of
these is the use of decision feedback in both
time and space. A thorough investigation into
the performance of various space-time configu-
rations is provided in [5].

Another aspect that needs to be considered is
the kind of channel state information (CSI) that
is available. It is generally assumed that CSI is
available at the receiver of most antenna systems.
However, CSI is not automatically available at the
transmitter, and depending on the particular tech-
nique CSI will or will not be needed. Therefore,
the transmitter processing blocks in Fig. 1 will
have to rely on either no CSI or at best some
approximation of it. As a result, we can expect
some performance reduction at the transmitter
side of the antenna processing blocks.

The type of wireless system used is also
important. For example, CDMA systems typical-
ly have time diversity already incorporated
through the use of the RAKE receiver, and the
antenna system is mainly needed for controlling
CCI or MALI. However, in a time-division multi-
ple access (TDMA) system, the antenna system
ideally should both provide diversity and miti-
gate CCL

In the remainder of this article we discuss the
various antenna system configurations. Specifi-
cally, we look at BS antenna systems where M >
1 for downlink systems and L > 1 for uplink sys-
tems while both N = K = 1 (i.e., with a single
antenna used at the MS.) We briefly consider
MS antenna systems in which M = L = 1 and N
> 1 for downlink operation and K > 1 for uplink
operation. We consider MIMO systems where M
and N are greater than 1 for downlink systems
and K and L are greater than 1 for uplink sys-
tems. Finally, we briefly summarize our article.

BS ANTENNA SYSTEMS

In BS antenna systems, antenna processing is
performed only at the BS in either or both the
up- and downlinks. Uplink BS systems have been
well studied and were the first multiple antenna
systems to be considered for wireless communi-
cations. Less work has been performed on the
downlink. However, for the wireless system to
have balanced performance in the down- and
uplinks it is very important that the downlink
also be considered.

UPLINK

Diversity Systems — Antenna diversity has
been known for many years and has been includ-
ed in the mobile telephone BS for some time. Its
primary goal is to reduce fading caused by the
wireless channel. It makes use of the principle
that the signals received from two or more
antennas that are uncorrelated will have inde-
pendent fading. Therefore, if one antenna is
experiencing a faded signal, it is likely that the
other antenna will not, so at least one good sig-
nal can be received. Typical methods for produc-
ing uncorrelated antenna signals are space,
polarization, or pattern diversity. Space diversity
has been most common in the past; at an out-
door BS, antenna separations of around 10 wave-
lengths are required. Polarization diversity is
becoming more popular, however, since both
antennas can be housed at the same location
without spatial separation.

Three common processing techniques are used
for diversity: switch diversity, equal gain, and
maximum ratio combining (MRC). In switch
diversity, the idea is to select the antenna with the
best signal (usually the signal strength is taken as
a measure of signal quality, but other measures
can be used such as bit error rate, BER, or signal
quality). Equal gain combining seeks to improve
on this by co-phasing the signals and adding them
together. MRC is the optimum method in the
presence of noise and weighting (and co-phasing)
the signals before combining by their SNRs. The
bit error probability for a binary phase shift key-
ing (BPSK) MRC system with L receive anten-
nas is given by [6]
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where u = Vy/(1 + v, v is the average SNR per
channel branch and the asymptotic approxima-
tion, on the second line, is valid for y >> 1. It is
also important to note that in antenna systems
the specification of signal-to-noise ratio (SNR)
can be performed in several ways. In this exam-
ple it is also possible to express it as the average
receive SNR, v, = Ly, and is also sometimes
referred to as average SNR per bit. The perfor-
mance of MRC is plotted in Fig. 2 in terms of
BER performance vs. SNR per channel branch.
Comparing the no diversity configuration with
MRUC, for instance, we can deduce that 2-anten-
na diversity provides nearly 10 dB advantage for
BERSs on the order of 0.01. Improvement is even
greater with three or more antennas, but the
marginal gains become less.

Adaptive or Smart Antenna Systems —
When strong interference is also present, diversity
processing alone cannot improve the signal. To
cope with interference, smart antennas or adap-
tive array processing can be utilized to shape the
antenna radiation pattern in such a way as to
enhance the desired signals and null the effect of
the interfering signals [1-2]. In Fig. 2a, a stylized
version of this is shown where it can be observed
that the main beam is focused onto the desired
signals and the nulls of the pattern are placed in
areas where interference occurs (it should again
be noted that in the wireless environment the
radiating rays of the desired and interfering sig-
nals can come from many directions, and there-
fore the illustration in Fig. 2a is simplified).
Adaptive or smart antenna processing is generally
known as optimum combining and is based on the
assumption that we already know part of the
desired signal through the use of a training
sequence. This known signal is then compared
with what is received, and the weights in Fig. 3
are then adjusted to minimize the MMSE
between the known and received signals. When
no interference is present optimum combining
reduces to MRC. Some results are provided in
Fig. 5 for BPSK where there is one interferer with
a signal-to-interference ratio (SIR) of 10 dB.
Comparing this to Fig. 4, we can observe that at
SNRs greater than around 10 dB the BER curves
without optimum combining flatten out. This is
because the interferer dominates the noise and is
the main cause of errors. However, when opti-
mum combining is incorporated the BER curve
does not flatten out. Comparing the optimum
combining result with Fig. 4 we may also note
that performance is not as good as that with no
interference. This is because one degree of free-
dom is used to cancel the interference, and there-
fore the diversity gain is not as large.

Practical implementation of the optimum com-
bining approach for TDMA systems has been
performed based on the training sequence within
a timeslot. In general, a direct matrix inversion

100

101

102

10-3

Bit error ratae

104

10->

106 I I I I I I

0 2 4 6 8 10 12
E,N, (dB)

M Figure 4. BER results for maximum ratio combining when the number of
receive antennas, L, varies from 1-4 in terms of the average SNR per channel

branch.

100

10

102

1073

Bit error rate

104

105

1 076 1 1 1 1 1 1

o 2 4 6 8 10 12
EuN¢ (dB)

M Figure 5. An example of optimum combining when one interferer with an

SIR of 10 dB is present.

(DMI) approach is thought useful where each
packet is handled separately. Improvements to
the algorithm are possible, and other approaches
such as LMS and RLS are also possible.

For CDMA systems the RAKE receiver
already provides time diversity; therefore, the
smart antenna will provide most of the gain in
the area of CCI and MAI reduction. For this
reason, it is generally suggested that multibeam
antennas should be considered for CDMA sys-
tems [3]. Multibeam antennas use fixed beams
and have less complexity with regard to weight
calculation and tracking. In addition, the TDMA
environment is characterized by a few dominant
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interferers, but in CDMA there are typically
many interferers, and there are not enough
degrees of freedom in the array to cancel them
all. This again supports the use of multibeam
antennas for CDMA systems.

A fundamentally different approach has also
been proposed based on direction of arrival
techniques. In this technique, algorithms based
on MUSIC or ESPRIT are used to determine
the directions of arrival (DOAs). Once these are
known, they can be combined to find the best
signal. One problem often mentioned is that the
algorithms may not perform well under realistic
conditions; also, in real environments there are
too many DOAs to properly detect [3].

DOWNLINK

In principle, the methods used in the uplink can
be carried over to the downlink. That is, the sig-
nal directions in Fig. 2a and b can simply be
reversed. However, the main problem is that
there is only limited CSI available since the trans-
mitter cannot acquire knowledge about the down-
link channel. Therefore, the transmitter cannot
form the desired antenna pattern and achieve the
same performance as the uplink. To overcome
this problem there are typically two approaches.
The first is to devise methods that do not require
any CSI, but the problem is that performance
gain is somewhat limited. The other approach is
to attempt to obtain CSI of the downlink from
the uplink receiver. In a time-division duplex
(TDD) system, this is possible since the channels
are in principle reciprocal (if we ignore interfer-
ence); therefore, the uplink CSI should be closely
related to the downlink CSI. Typically, however,
there is a time difference between the down- and
uplink estimations; therefore, the channel may
have altered in this time period. In an FDD sys-
tem, the up- and downlink channels are uncorre-
lated; therefore, the uplink channel cannot be
used as an estimate for the downlink. However,
there are some frequency invariant properties of
the channels such as DOAs, and these can be
used to provide limited information about CSL

Diversity — Diversity can be applied at the
transmitter using the methods suggested earlier if
CSI is available. However, this is not usually the
situation, and one interesting diversity idea that
can be used without CSI is known as space-time
coding. Space-time coding is an effective coding
technique that uses transmit diversity to combat
the detrimental effects in wireless fading chan-
nels by combining signal processing at the receiv-
er with coding techniques appropriate to multiple
transmit antennas. A simplified version of space-
time coding can be applied to the downlink in
which M = 2 and N = 1. This type of space-time
coding, which was discovered by Alamouti [7],
achieves the same diversity advantage as MRC
with two receiving antennas and one transmit
antenna. In this scheme, two signals, denoted s
and s,, are simultaneously transmitted from the
two BS antennas (antenna 1 and 2, respectively)
at a given symbol period. During the next symbol
period signal s3 is transmitted from antenna 1,
and signal s is transmitted from antenna 2 where
* denotes the complex conjugate operation. The
received signals are then properly combined and

then detected by a maximum likelihood detector.
This approach is very attractive since it has a very
simple decoding process while achieving second
order diversity without bandwidth expansion.
However, a 3 dB power disadvantage occurs
because the total transmit power is fixed, and
therefore each antenna must transmit 3 dB less
power. Various comparisons between space-time
coding and transmitter diversity, for instance, can
be found in [8].

Smart Antennas — If the downlink channel is
perfectly known at the BS, transmit processing
can be obtained in a similar way to uplink com-
bining as described earlier [9]. However, when
only limited information is available, some alter-
native techniques must be applied to estimate
the required parameters; one approach is given
in [10]. Another approach often suggested if the
DOAs can be obtained is to use a multibeam
antenna, which selects the beam that best fits the
uplink DOAs; this is based on the assumption
that the downlink directions of departure are
similar to the uplink DOAs.

MOBILE STATION ANTENNA SYSTEMS

The methods used for BS antenna systems in an
earlier section can be directly applied to the MS.
The main constraint, however, is that the MS
needs to remain compact and comparatively low-
cost, and its battery life must not be compro-
mised. With these constraints, implementing
antenna systems at the MS is significantly more
difficult because only low-complexity algorithms
can be used with only a limited number of anten-
nas. One of the major hurdles is the problem of
needing additional receiver chains; this alone will
greatly impact cost and battery life. Correspond-
ingly, only a few results are available for MS
antenna systems; here we provide a brief summa-
ry of these. As far as the authors know, the only
commercial system that employs MS diversity is
the Japanese PDC system. Another area that has
been actively investigated is the realizibility of
compact antennas for the MS and whether a suf-
ficiently low correlation coefficient (envelope cor-
relations of less than 0.5 are considered
acceptable) can be obtained. Recent results reveal
that dual antennas can be made compact and also
provide correlations of less than 0.1 [11].

DOWNLINK DIVERSITY AND
SMART ANTENNA SYSTEMS

In the downlink of the MS, the receiver has CSI
available; therefore, diversity and optimum com-
bining can be implemented if suitable low-com-
plexity algorithms can be found. A number of
results have been obtained for TDMA-based sys-
tems with N = 2 in which the trick has been to
measure the channel of one of the antennas at
one timeslot and then the other antenna with the
next timeslot, and then finally combine the anten-
na signals appropriately in the third and desired
timeslot [6]. The advantage of this is that only
one receiver chain is needed and therefore should
not have a significant impact on battery life. To
reduce complexity even further the possible
weights available are restricted to a small set, and
the algorithm simply has to select the most appro-
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priate of these. Results have been achieved for
both diversity and optimum combining, and good
performance is achieved. Obviously in the pres-
ence of strong Doppler, the channel estimates
from the earlier timeslots become inaccurate and
performance degrades. Limited results have also
been obtained for CDMA-based systems.

MIMO ANTENNA SYSTEMS

In MIMO antenna systems, there are multiple
antennas at both the BS and MS. For a down-
link MIMO system M > 1 and N > 1, while in
an uplink MIMO system K > 1 and L > 1.
MIMO antenna systems promise improved per-
formance and bandwidth efficiency over those
we consider in the previous sections [4]. The key
reason for this is that multiple data streams or
signals are transmitted over the channel simulta-
neously. It is therefore possible to double, triple,
or quadruple (or even more) the capacity of a
system and therefore achieve some significant
gains over the previously discussed methods.
Several techniques for achieving these advan-
tages have been investigated, including maxi-
mum likelihood detection (MLD) [12], Vertical
Bell Laboratories Layered Space- Time (V-
BLAST) [13], and singular value decomposition
based (SVD) [14,15] or space-time coding [16].

In general, the above MIMO techniques can
be divided into those performing processing only
at the receiver (e.g., V-BLAST and MLD) and
those performing MIMO signal processing at both
the receiver and transmitter (e.g., SVD-based
techniques). A third approach is also possible in
which MIMO signal processing is only employed
at the transmitter [17]. The major advantage of
this approach is that no MIMO signal processing
is required at the receiver (although multiple
front-ends are still required); therefore, a simple
receiver structure is possible. Such techniques can
be utilized in the downlink of a wireless communi-
cations system with V-BLAST or similar tech-
nique utilized in the uplink, creating a duplex
system with a simple MS transceiver structure. In
the following, we utilize these three divisions and
classify the systems accordingly.

RECEIVER PROCESSING ONLY

This is the most common type of MIMO antenna
system and consists of processing the signals at the
receiver only. Because signal processing is restrict-
ed to the receiver, this type of system would be
most useful in the uplink since no MIMO signal
processing would be required at the MS. In uplink
operation, a single data stream is demultiplexed
into K substreams, and each substream is then
modulated and passed into K transmitters. Each
transmitter is itself an ordinary transmitter, and
the collection of the transmitters consists of a vec-
tor-valued transmitter, where components of each
transmitted K-vector are symbols drawn from
some constellation. The power radiated by each
antenna is proportional to 1/K, so the total radiat-
ed power is constant and independent of K.

One of the most popular algorithms for per-
forming receiver processing is the V-BLAST
algorithm [13]. Considering the uplink, the L
receivers at the BS are individually conventional
receivers, each receiving the signals radiated
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from all K transmit antennas; therefore, consid-
erable interference between the data streams
will occur. The key to V-BLAST is how the
interference between the streams is removed and
the original data streams retrieved. This is
achieved by utilizing both optimum combining
and interference cancellation. Initially optimum
combining (discussed earlier) is performed for
each of the data streams so that beam patterns
are formed similar to that in Fig. 2b. The single
“best” (usually in terms of SNR) signal stream is
then retrieved and output for detection. This sig-
nal is also cancelled from the remaining signals;
therefore, these signals are left with one less
interferer. Optimum combining is then per-
formed again, and the “best” signal from the
remaining set again detected and also cancelled
from the remaining signals. This process is con-
tinued until all the signals have been detected.
The results for a V-BLAST system are shown in
Fig. 6, where it can be seen that good perfor-
mance is achieved. The V-BLAST technique is a
nonlinear technique because of the ordering of
the “best” signals for cancellation.

Another method that has also been studied is
based on MLD [12]. The MLD scheme is an
optimum receiver that will perform better than
V-BLAST. Its main disadvantage is that it has
much higher complexity than V-BLAST. Howev-
er, with small numbers of antennas (< 3) and
low-order modulation, practical systems can be
deployed. Some asymptotic bounds on the BER
performance of MIMO MLD systems have been
obtained in [12]. When perfect CSI is available
and L is large, the BPSK MIMO MLD BER
expression can be written as

L
4y L-1
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It should be noted that the results do not
depend on K, the number of transmit streams,
and the diversity order only depends on the
number of receivers L. It is also interesting to
compare Eq. (2) with Eq. (1), in its asymptotic
form, where it can be observed that the results
are very similar even though in the MIMO situa-
tion K streams are detected simultaneously.

Results of comparisons between V-BLAST
and MLD are shown in Fig. 6. When the num-
bers of receive and transmit antennas are
approximately the same, MLD has a large advan-
tage over V-BLAST. The application of MIMO
signal processing to orthogonal frequency-divi-
sion multiplexing (OFDM) systems has also
been considered [18].

Space-time coding is another approach that
has received significant attention recently [7, 16,
19] in MIMO systems. This is because such a
scheme can significantly improve the data rate
and communication reliability over fading chan-
nels. In this scheme, all data are encoded across
K antennas for transmit processing (refer to Fig.
1), while the receive processing uses an MLD.

We classify space-time codes as a receiver-
based technique because most of the complexity
is associated with the decoder at the receiver.
Unlike the layered coding in the Layered space-
time architecture, space-time coding was first
realized by space-time trellis coding that truly
and efficiently integrates the spatial and tempo-
ral diversity provided by specific error control
coding. Hence, full diversity of order K - L and
substantial coding gain can be achieved. The dis-
advantage of space-time codes is the high decod-
ing complexity, which grows exponentially as a
function of both the required capacity and diver-
sity order [16]. Thus, space-time codes with low
decoding complexity while retaining acceptable
performance are quite desirable. The 2-transmit
antenna diversity scheme discovered by Alam-

outi [7] is one solution. This approach has a very
simple decoding process while retaining the full
diversity gain 2L. It was later generalized to an
arbitrary number of transmit antennas as space-
time block coding. However, space-time block
codes are not designed to provide significant
coding gain. Hence, powerful outer code can be
concatenated with space-time block coding to
achieve a required coding gain. It was shown
that optimal trellis codes designed for the
AWGN are also the best codes, achieving opti-
mal error event probability for concatenation
with space-time block codes over Rayleigh fad-
ing channels. Results for some space-time codes
are shown in Fig. 7.

Recently, there has been significant interest
in applying space-time codes to a variety of sys-
tems such as CDMA-based ones. Of particular
interest is the application of space-time codes to
wideband OFDM systems where both the spatial
and frequency diversity of these systems can be
taken advantage of to realize robust broadband
and spectrally efficient wireless access [8].

TRANSMITTER PROCESSING ONLY

In this type of MIMO antenna system, the trans-
mitter performs MIMO signal processing only.
Because the signal processing is restricted to the
transmitter, this type of system would be most use-
ful in the downlink since no MIMO signal process-
ing would be required at the MS, and therefore the
complexity of the MS would be limited (at the
receiver multiple front-ends are required but no
MIMO processing). If we consider the downlink,
the receiver will consist of N antennas connected
to N independent receivers providing N data
streams that are multiplexed and output.

Previous work on MIMO antenna systems
with antenna processing at the transmitter and
with a simple receive structure includes the trans-
mit zero forcing scheme [17], transmit MMSE,
and the filter bank method. The transmit zero
forcing scheme tries to pre-eliminate all interfer-
ence at the receiver. Some desired signal power is
sacrificed during the pre-eliminating process;
therefore, the received SNR may become very
small. In contrast, the filter bank method provides
a suboptimal solution for the problem that maxi-
mizes the minimum signal-to- interference-plus-
noise ratio (SINR) among all subchannels. It
must be also emphasized that none of these meth-
ods can provide receive diversity. Some compar-
isons between methods are provided in Fig. 8. We
have also included comparison with a receiver
processing technique, V-BLAST.

PROCESSING AT BOTH THE
RECEIVER AND TRANSMITTER

In this case, MIMO antenna system processing is
performed at both the receiver and transmitter,
and therefore should be able to provide better
performance than the methods in the earlier sec-
tions. Unfortunately, both the transmitter and
receiver require MIMO signal processing; there-
fore, an MS with reduced complexity may not be
possible. Singular value decomposition (SVD) [14,
15, 18] can be used to diagonalize the MIMO
channels to form independent channels, and water
filling can then be applied to maximize capacity.
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CONCLUSIONS

In this article we provide an overview of antenna
systems for wireless broadband communications.
We approach the overview by considering the
entire system with both an up- and downlink sys-
tem rather than concentrating on one of the
links only. We then use this framework to con-
sider systems with only antenna systems at the
BS, antenna systems at the MS, and antenna sys-
tems at both the BS and MS. Overall, we can
conclude that MIMO antenna systems can pro-
vide tremendous capacity advantages without
requiring extra bandwidth and power.
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