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ABSTRACT

In this paper we present a method for classifying sign lan-
guage videos using a variation of dynamic time warping with
the Procrustes distance, which is a shape similarity measure
appropriate for handshape recognition. We initially extract
features from the dominant hand. We then classify the signs
using a nearest-neighbor scheme which includes a dynamic
time warping variant, which we dub Procrustes-DTW and
which is suitable for extracting a similarity measure of se-
quences of handshapes only. To reduce computational costs it
is combined with a curvature-based summarization scheme
with a reasonable sacrifice in accuracy. We verify experi-
mentally our approach on a custom dataset and we show its
merit compared to the conventional dynamic time warping ap-
proach.

Index Terms— Sign Language Recognition, Sign Lan-
guage Video Summarization, Procrustes-DTW

1. INTRODUCTION

Sign Languages (SLs) are the main communication means
among the members of the Deaf community. The devel-
opment of tools and algorithms that would automatically
recognise or translate SLs to spoken languages and vice versa
would be of great utility for the communication between deaf
and hearing individuals, e.g., for the provision of medical
services [1] or access to cultural sites and related content [2]
or for SL teaching [3].

In the literature the SL translation problem is typically
treated as a sequence-to-sequence problem. The input se-
quence is the visual depiction of the signer and the output se-
quence is the translated text or gloss sequence. Deep encoder-
decoder architectures are commonly employed for this pur-
pose (e.g., [4], [5], [6]).

However, the above approaches suffer from two major
problems:
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• The amount of training data is typically too small to
capture in a statistically sufficient way the different as-
pects of the language (vocabulary, syntax, morpholog-
ical phenomena etc.). Indeed, SLs are minority lan-
guages with lack of annotated datasets.

• The videos of the signers may include a lot of video
frames, which require rather long processing if we were
to consider them all.

In this paper we contribute towards SL recognition con-
sidering these issues. More specifically, we seek to recognize
different SL video sequences, which is a common problem in
a SL teaching context [3], or in a scenario of content access,
like cultural content, e.g., [2].

A large number of SL videos would enable the use of
some popular neural models on sequence processing. But due
to the lack of a sufficient amount of annotated data for learn-
ing purposes, we make use of techniques that do not include
training as a process of learning input representations and pa-
rameter tuning.

In this study, we capitalize on our previous work on SL
summarization to extract only the most relevant and mean-
ingful video frames [7]. From the dominant hand in those
frames, we extract the hand features; then we classify the se-
quences using a nearest-neighbor scheme, which includes a
dynamic time warping variant, dubbed Procrustes-DTW. This
DTW variant turns out to be suitable for extracting a similar-
ity measure for handshape sequences. We are able to classify
SL sequences solely based on this similarity of handshapes.

2. RELATED WORK

SL Summarization The summarization of SL videos in the
recognition context is part of our investigation, so we give
the related context. In [8] the region of hands and face are
segmented using skin color and then modeled using Zernike
moments. The second derivative of the moment norm may be
used to extract the keyframes, assuming these are the turning
points in the overall motion. In [9], the frames corresponding
to the Maximum Curvature Points (MCPs) of the global tra-



jectory are proposed to be taken as the keyframes for the com-
pression of the sign’s video and for solving the corresponding
sign classification problem. Authors of [10], [11] used cen-
troid and solidity distance thresholding between consecutive
frames to decide if a frame is a keyframe or not. However, the
keyframes extracted in this way are not necessarily the most
important ones from the point of view of the semantics and
can be just the result of transient motion before reaching the
next semantically important hand pose.

In our previous work [7] we presented a keyframe ex-
traction scheme based on the wrist motion using differen-
tial geometry. More specifically, the time (t)-parameterized
Frennet-Serret frame for tracking the signer’s wrist is used
and the curvature of the trajectory, is proposed for the iden-
tification of the SL video keyframes. Specifically, a video
frame is characterized as keyframe if on that time instance the
t-parameterized curvature function attains a maximum value.
That scheme compared favourably to the previous ones and
we employ it for our keyframe extraction. We utilised this
summarization technique as the more suitable to our method-
ology, since it has been demonstrated in [7] that high norm
values of the curvature’s derivative signify in a satisfactory
way the most important semantics of the utterance.

SL Recognition First approaches utilised gloves or sen-
sors on signers to achieve recognition. More recent studies
focus on the recognition on a continuous stream of signing us-
ing vision-based techniques. The advances in Machine Learn-
ing introduced CNN, RNN and other sequence neural models
with the limitation of the little availability of data [12], [13].

SL Recognition using DTW Dynamic Time Warping
(DTW) has been widely used in SL recognition due to its
ability to measure similarity between sequences with differ-
ent lengths and temporal variations. Several studies have been
conducted to explore the potential of DTW in SL recognition
mainly by exploiting the trajectory of the hands on its own,
or in combination with some simplistic representation of the
hand shapes.

For example, the authors of [14] reconstructed the trajec-
tory using Simpson adaptive algorithm to perform trajectory
recognition using a generalized linear regression based opti-
mization of DTW. In [15], DTW was used for sign trajectory
similarity in combination with a handshape representation us-
ing Histogram of Oriented Gradients was employed; however,
this is a rather crude representation of handshapes. Tang et
al. [16] proposed a way to segment continuous trajectory by
combining templates and velocity information to spot the be-
ginning and ending points in hand gesture trajectories. The
study in [11] suggested the use of Zernike Moments as shape
descriptors to extract feature vectors and recognize gestures.
It may be an interesting approach, but more representative
features would be desirable. In [17], the DTW distances are
used as a feature vector by combining a trajectory represen-
tation with the hand orientation. Then the classification was
performed using LDA, SVM and KNN.

Our work is the first that introduces a way to match SL
handshape sequences using Procrustes Analysis as a shape
distance into DTW and perform nearest neighbour search to
recognise SL utterances on summarized videos.

3. METHODOLOGY

The SLs are notorious for their scarce datasets, so a method-
ology based on a nearest neighbor scheme, which does not
require data-intensive training appears to be an attractive
choice. The overall approach is shown in Fig. 1 and includes
a feature extraction and a classification step. Firstly, a struct
is created, which contains every label and each label contains
its corresponding videos. The process involves summarizing
every video by extracting its keyframes and applying the Me-
diapipe Holistic module [18] to each keyframe, resulting in
the extraction of 21 3-D landmarks that reveal shape informa-
tion. This results in a representation of the video in the form
of a series of hand-landmarks.

The same procedure is applied to every test video to ex-
tract the handshape keyframe series. A test video is com-
pared to all others in the labels struct in terms of similarity.
Procrustes-DTW is used as a distance between a test video
and a reference one. The distances of a test video are stored
temporarily in a list, and the minimum distance from that list
is used to assign a class to the test video. This class corre-
sponds to the nearest neighbor’s video label.

3.1. Summarization and Feature Extraction

In a SL video only a small fraction of the frames is actually
needed to understand the meaning. In this work, we investi-
gate a keyframe extraction scheme based on the wrist motion
using differential geometry. It identifies keyframes depending
on whether or not the time parameterized curvature function
of a signer’s wrist attains its maxima values (see [7] for de-
tails).

This keyframe extraction scheme, made it possible to re-
duce the computational costs and was able to smooth the tra-
jectory and speed variations among different signers that nat-
urally arise during a realistic SL utterance.

We represent every keyframe as a list of 3-D hand land-
marks as they are extracted by Mediapipe ([19]), see Fig. 2.
We used Mediapipe Holistic Module and kept its 3-D coordi-
nates of 21 the landmarks of the hand, that is the x-value, the
y-value and an estimation of z-value regarding the position of
the hand in the frame.

3.2. Procrustes-DTW distance

Procrustes analysis, is a statistical tool useful for the analy-
sis of the distribution of shape vectors [20]. It helps to com-
pare two shapes and extract their distance as a measurement
of their similarity. To be able to be compared under Procrustes



Fig. 1: The figure depicts the overall approach which is described in the first two paragraphs of Section 3.

(a) The 21 Mediapipe hand
landmarks [18]

(b) Example of hand land-
marks extraction.

(c) Two matching hand-
shapes aligned

(d) Two non-matching
handshapes aligned

Fig. 2: Above: Mediapipe Hand Landmarks, Below: Super-
imposition of two handshapes

scheme, the two shapes firstly need to be superimposed. This
superimposition includes an optimal translation, rotation and
uniform scale of the two objects. An example of two super-
imposed handshapes is shown in Fig. 2.

In order to find the distance between two shape matrices
A and B, we need to solve the Orthogonal Procrustes Prob-
lem, which is related to matrix approximation. Specifically
the problem is solved when the orthogonal matrix Ω is found
that maps optimally A to B:

R = argmin
Ω

∥ΩA−B∥F s.t. ΩTΩ = I (1)

It is equivalent to solving the closest orthogonal approxima-
tion problem, that is finding the nearest orthogonal matrix R
to a given matrix M , so that M = BAT

min
R

∥R−M∥F s.t. RTR = I (2)

Then Singular Value Decomposition is applied on M (BAT ),
UΣV T = SV D(BAT ) to find matrix R,

R = UV T (3)

Dynamic Time Warping optimally aligns two time-series
that may differ in terms of phase and calculates their distance.
Traditionally, DTW works with the Euclidean distance. But
the Euclidean distance behaves poorly in the case of hand-
shape time-series.

This is because the handshape representation includes 63
elements, i.e., a list of 21 3-D hand landmark coordinates. In
such cases the Euclidean distance suffers from the curse of
dimensionality, see e.g., [21], [22].

Replacing Euclidean distance with Procrustes distance is
a very reasonable choice for handshape time-series, as Pro-
crustes analysis is destined to be used for shape alignment.

So, having computed matrix R of eq. 3, which is optimal
in minimizing eq. 2, we extract the distance of the two hand-
shape matrices, using eq. 1 with an inserted normalization
scale factor:

s = tr(Σ)/tr(BTB) (4)

The Procrustes-DTW distance is then formed by the follow-
ing equation:

d = ∥RBs−A∥F (5)

A nearest neighbour search using Procrustes-DTW dis-
tance (see Fig.3) can then be performed to classify a summa-
rized test video (see Fig. 1).

4. EXPERIMENTS

The video dataset used was created by us for the purposes
of access to cultural and educational content. It was created



Fig. 3: Example of Procrustes-DTW alignment path of two
same class hand feature-series.

using Microsoft Kinect sensors with video recording rate of
30 fps and frame dimensions 1920x1080. It consists of short
time (3-6 seconds) videos in which simple Greek glosses or
phrases are signed such as visual queries for cultural con-
tent in a museum, the letters of the alphabet, the numbers,
the members of a family, some simple phrases combining the
aforementioned glosses, etc. The number of signers varies
from one to nine among labels.

We used 559 videos which correspond to a mix of 145
class labels, mainly glosses and some small phrases. Ev-
ery gloss label does not have a standard number of video
instances but we excluded gloss labels with only one video
instance as we would not be able to test them. The amount of
samples per class ranges between 2 to 9 videos.

In Table 1 there are shown some label examples of the
dataset used along with the amount of videos of each label.
We chose to use this dataset because of the high quality con-
ditions that the videos were recorded on, that is the relatively
high frame rate and the very few blurry frames. A sufficient
high frame rate reduces blur and is important for the Medi-
apipe to return good hand landmarks. The RWTH Phoenix
Weather dataset [23] has been widely used in SL studies, but
we could not use it as its frames are blurry and Mediapipe
fails to compute precise features.

In order to compare our proposed method in terms of
classification accuracy, we carried out six different similarity
search experiments. The first one utilizes classic DTW with
euclidean distance on hand trajectory feature vectors, that is
the dominant hand wrist landmark. Also we employed classic
DTW (frobenius norm was used since the data are matrices,
proportionally to euclidean distance) comparing sequences of
all dominant hand landmarks.The third case is our proposed
methodology, a Procrustes-DTW similarity search on hand
landmarks. In both scenarios we also included the non sum-
marised video case, so features were extracted from every
frame during a signing. Classification accuracy results and
mean classification time are shown in Table 2. Note that

Label # Videos

Α-Ω (Greek alphabet) 3
Χρυσομέταξο ΄Υφασμα (Goldsilk fabric) 9

Πόσα χρυσά στεφάνια υπάρχουν· (How many gold
wreaths are there?) 9

Κρανίο Πετραλώνων (skull of Petralona) 9
Πώς διατηρήθηκε η μούμια· (How was the mummy

preserved?) 9

Οστρέινα Βραχιόλια (Oyster Bracelets) 9
΄Ανοιξη (Spring) 5

Και τέταρτο (Quarter past) 3

Table 1: Examples of dataset labels. In parenthesis, there is
the English translation of each label.

experiments were executed on a Intel(R) Core(TM) i7-8700K
CPU @ 3.70GHz CPU.

Method Accuracy Mean Time
DTW on hand traj. w/o video summ. 64.37% 7865ms
DTW on hand traj. with video summ. 53.51% 745 ms

DTW on all landmarks w/o video summ. 95.54% 40114ms
DTW on all landmarks with video summ. 80.98% 804 ms

Procrustes-DTW w/o video summ. 97.02% 53132ms
Procrustes-DTW with video summ. 86.38% 5712 ms

Table 2: Classification (top-1) accuracy results and mean
classification time.

Considering the results of Table 2, classification using
Procrustes-DTW as a distance performs clearly better than the
other two more conventional approaches, for the recognition
of a gloss or a phrase. The higher accuracy is noticeable when
not using summarization. However regarding the mean clas-
sification time, in a real-time scenario summarization seems
essential. A drawback of the suggested method is that since
it compares shapes it can not take into acount other useful
features (such as the dynamics of the motion of the hand).

5. CONCLUSION AND FUTURE WORK

The idea of using Procrustes-DTW to classify SL videos
seems very promising without requiring data-intensive train-
ing, which in most cases are not available anyway for SL.
The summarization offers a reasonable trade-off between
high performance and efficiency, since the Procrustes opti-
mization has rather high computational costs. We have seen
that it is possible to obtain decent results by employing only
the shape of the dominant hand. We did not investigate ef-
ficient implementations of k-NN, like the k-D tree which
are expected to reduce the computational cost from linear to
logarithmic, but we plan to do so in the near future.
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