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ABSTRACT
This paper presents the HealthSign project, which deals with the
problem of sign language recognition with focus on medical inter-
action scenarios. The deaf user will be able to communicate in his
native sign language with a physician. The continuous signs will
be translated to text and presented to the physician. Similarly, the
speech will be recognized and presented as text to the deaf users.
Two alternative versions of the system will be developed, one doing
the recognition on a server, and another one doing the recognition
on a mobile device.

CCS CONCEPTS
• Human-centered computing → Interaction techniques; •
Hardware → Integrated Circuits;
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1 INTRODUCTION
Sign Languages (SLs) are the main means of communication for
deaf people. The access to SL is essential for the fulfillment of basic
Human Rights, however there is a shortage of interpreters, which
undermines these rights and often endangers the lives of the deaf,
especially in cases of emergency or serious health incidents.

HealthSign proposes to develop an application for the automated
interpretation of the Greek Sign Language (GSL) over internet with
focus on the health services, which are the most common reason to
seek for an interpreter. The high demand for interpreters is often
not met or requires long waiting. On the other hand, the availability
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of interpreters facilitates the integration of the deaf community
into the society and .

Vision is probably the only sensor modality that could be of
practical use because (a) only vision can capture manual and non-
manual cues, which provide essential information for SLR, (b)
camera-equipped hand-held devices with powerful processors are
a commodity nowadays and (c) recent advances in computer vi-
sion and machine learning render mainstream visual SLR a realistic
option.

The HealthSign project aims to fulfill the following innovative
goals:

• Develop a database of GSL from native speakers with em-
phasis on health services.

• Implement an internet-based platform for synchronous com-
munication and interpretation with health professionals.

• Develop in parallel a lightweight version which will be able
to run on an embedded platform.

• Develop algorithms for recognition of SLs, using computer
vision and deep learning using the hand and body/facial
cues.

• Implement the algorithms on embedded platforms using
FPGAs.

In the long term we aim at the viability of the proposed applica-
tion, which will be achieved by (a) simple off-the-shelf equipment
for the users, (b) efficient implementation of the proposed algo-
rithms, (c) simple installation, and (d) development of a business
plan to facilitate the longevity of the proposed product.

The consortium is composed of (a) The Signal Processing and
Telecommunications Lab of the University of Patras as expert in
machine learning, which is necessary for the recognition of GSL,
(b) the Computer Vision and Robotics Lab of ICS-FORTH, which
will adapt their 3D hand model for tracking, (c) the Bioassist com-
pany (consulting from University of Piraeus), which specializes in
assistive technologies and develops an internet based platform, (d)
the IRIDA S.A. to develop the embedded application, and (e) the
Deaf Studies Unit at the University of Patras, which will bring the
users, the interpreters and the GSL experts.

In the next section we describe the detection and tracking meth-
ods we are going to use. Section 3 describes the methods for sign
language modeling and recognition, while section 4 presents the
architecture for SLR on the server. The section 5 describes how
we plan to do SLR on a mobile device and section 6 concludes this
paper.
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2 DETECTION AND TRACKING
The problem of detection and tracking of human body and hands
using visual sensors have been studied a lot in the past, e.g., [10],
[11], [17]. Apart from the theoretical interest, several such solutions
can be employed for human-machine interfaces, such as video
games, virtual and enhanced reality. One of the most interesting
such applications is the sign language understanding, since the 3D
motion of human body and hands can feed higher level processes.

The methods to estimate hand poses can be classified as discrimi-
native and generative as described in [13]. The former ones include
rather computationally intensive methods that learn a mapping
from visual data to hand poses and then apply this mapping to
future input. Their fundamental problem is that their accuracy is
limited, since they assume learning a predefined, and thus limited
limited, set of poses. In the generative methods typically a geo-
metric model is used to infer the optimal pose parameters. Despite
the increased computational cost these approaches offer higher
accuracy if enough computational resources are available.

Despite the progress in the last decade there is still room for
significant improvements. The main issue for tracking is the speed
and dexterity of the handmotion [5]. The practical problems include
the initialization and the re-initialization of tracking in case of
failure.

Here we propose the adaptation and improvement of the state of
the art ([7], [10]) for detection and tracking of the upper body and
the hands to use in sign language recognition. This is not trivial,
due to the high requirements for accuracy and usability.

We will use sequences of hand and body poses using color cam-
eras and depth sensors (RGBD) or alternatively stereo cameras. We
will record off-line predefined gestures and we will estimate the
poses using color and depth. The poses along with the images will
be used in the next learning steps.

In our attempt to improve our method [10] we will use higher
resolution data, stereo images, as well as methods for the detection
of hand-tips. To this end we will use the Kinect-2 sensors which
offer higher image resolution and frame rate, high rate cameras
or narrow baseline stereo cameras with high frame rate. We will
also develop an initialization and reinitialization procedure using
discrete methods. Such a method can be based on neural networks
for the direct estimation of the pose. The availability of additional
information such as the position of the hand-tips can contribute to
initialization accuracy and better tracking. The goal is to learn the
function that associates the body/hand pose through depth only
for offline pose estimation. The online association of image to pose
will have the form of a probability density function.

The goal is to be able to follow about 200 gestures and their
variations. For the offline pose estimation we aim at a rate of about
10 frames per second.

3 SIGN LANGUAGE MODELING AND
RECOGNITION

Typically, generative or discriminative methods under a time-series
classification framework have been used (e.g., [1],[16]). For large-
scale SLR, researchers have focused on the essential linguistic pa-
rameters involved in sign production, including hand configuration,
orientation and trajectory [4]. Hand shape recognition performed

in 2D can be enhanced by exploitation of linguistic constraints
[3]. However, accuracy is severely limited by the inability of a 2D
model to capture the entire manifold of the 3D pose. On the other
hand, gesture recognition systems in 3D rarely consider the linguis-
tic constraints posed by the language to recognize. Furthermore,
the importance of non-manual cues (facial expressions, full body
motion) should not be ignored, since they can improve accuracy.
Taking into consideration this kind of information gives rise to
additional feature streams, the fusion of which with manual ones
can yield much more effective SLR systems compared to the cur-
rent state-of-the-art. Indeed, an end-to-end trained system that can
effectively exploit the available visual information sources, as well
as the linguistic and physical constraints, is expected to alleviate
the need of large datasets for its effective training, thus giving rise
to realistic applications. Finally, an additional challenge is to enable
real-time operation of the system, under the constraint of limited
(inexpensive) availability of computational resources.

Convolutional neural networks (CNNs) could be the basis for
such a system since they yield state-of-the-art performance in
benchmark datasets, as opposed to hand-crafted features[12]. Deep
feature extractors were applied on sparse coding (SC), deep be-
lief networks, and stacked autoencoders. They result in highly-
informative coarse-to-fine representations, which can be utilized
in classification pipelines. However, such pipelines are essentially
treated as black-box solutions with ad-hoc architectures, that lack
a solid rationale based on a well-defined mathematical background.

We will do the modeling by combining (a) deep networks (b) the
tracking results and (c) linguistic constraints. The deep networks
provide state of the art performance and the linguistic constraints
along with the tracking results are expected to drive the optimiza-
tion close to optimal solutions.

An initial approach will employ available networks such as the
AlexNet [6] or the GoogLeNet [14], which have been trained with
ImageNet. The output sequences will be classifiedwith a conditional
random field using the L-BFGS algorithm [9]. We will experiment
on how to approximate of the Hessian matrix.

Our second approach will use data from body/hand tracking
without using depth. This is because (a) we cannot expect the main-
stream devices to have depth sensors and (b) depth is not really
necessary, but only for training. From tracking wewill get the condi-
tional probability of the pose given the image. The pose can be used
for sign language recognition with distance matrix regression [8],
which offers some advantages like: (a) detailed generative model
which renders the system more tractable (b) insertion of linguis-
tic constraints like the initial/final hand/body/face configurations,
which may be easily integrated as Bayesian priors.

4 SIGN LANGUAGE RECOGNITION ON
SERVER

Recently, several ideas for products have been presented, e.g., based
on multiple vision sensors, gloves and wristbands that measure elec-
trical activity by muscles. Unfortunately, they all remain prototypes,
which cannot be widely employed for Sign Language Recognition
(SLR), due to the size and the obtrusiveness of the required equip-
ment. Vision is probably the only sensor modality that could be
of practical use because due to capturing manual and non-manual
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Figure 1: The HealthSign architecture for mobile devices with the processing on the server. The processing consists in the
direct interpretation of the video which is transmitted from the user device. It is then transformed to text directly or after the
extraction of the hand/body pose. The physician’s speech is translated to text on the server side using a speech recognition
software and then transmitted to the deaf user.

cues (e.g., facial expressions), due to the availability of cameras and
powerful processors on most mobile devices and due to recent ad-
vances in computer vision andmachine learning render mainstream
visual SLR a realistic option.

The proposed platform will integrate the software tools to be
developed as described in the previous sections (Fig. 1). It will also
include a user interface (a) for the deaf user, to display the physician
and their responses as text (using a commercial speech recognition
software) and (b) for the physician to display the deaf user and the
related signs translated to text, or as voice using a text-to-speech
software.

According to the use scenario a deaf user feels sick and decides
to consult a physician through the platform. He has installed the
application on his tablet/smart phone. By pressing a button he
connects to the application and is able to start the discussion, while
the camera faces him. The video frames are transmitted to the server
where the interpretation is made. The sign language is interpreted
to text and the text is transformed to speech by a text-to-speech
tool. The audio is sent to the physician. The physician talks to the
patient and the speech data are transmitted to the server, where

they are transformed to text. The text is sent to the deaf’s client
device and appear on its screen.

The internet communication platform will support the transmis-
sion of video via WebRTC on android devices. It will support the
interface parametrization, as well as a lot of web services. It has
been tested as a Bioassist product (Heart Around) [2]. It will be
modified to support the aforementioned functionalities. The goal is
to perform the whole cycle (recording-interpretation-presentation)
in less than 5 seconds.

The experiments will require data collection, which will be done
by using native deaf users and GSL interpreters. Several hundreds
hours of videos will be required to cover the most interesting scenar-
ios. The data collection will be done using RGB and depth cameras
(or stereo cameras) under realistic conditions, i.e., continuous sign
language under visual noise. About two hundred common phrases
will be modeled to allow for a basic communication. Related public
databases will also be exploited at the beginning of the project.

There are several concerns that have not been examined, such
as confidentiality and privacy issues: the transmitted information
is very sensitive but how do we ensure that it remains confidential?
What are the limits between usability and privacy in such a system?
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What information should be stored andwhat should be discarded for
better safety? These will be analyzed during the user requirements
capturing phase, having in mind the international best practices.

5 EMBEDDED SIGN LANGUAGE
RECOGNITION ON MOBILE DEVICES

We propose the development of SLR on platforms like Qualcomm
Snapdragon or NVidia GPU for local real time processing on mobile
devices. The system is described in Fig. 2. The implementation of
deep learning networks on embedded systems faces a lot of chal-
lenges. These networks are quiet complex and require a lot of pro-
cessing power for real time tasks. There are two main approaches
(a) efficient programming model and (b) simplified networks.

In that scenario the video frames are not transmitted to the
server, but are processed locally. The sign language is interpreted
to text and the text is sent to the server where it becomes trans-
formed to speech by a text-to-speech tool. The audio is sent to the
physician. The physician talks to the patient and the speech data
are transmitted to the server, where they are transformed to text.
The text is sent to the deaf’s clinet device and appear on its screen.

The state of the art embedded systems offer System-On-Chip
with high processing power, which is distributed on several units
i.e., GPU, CPU, DSP. They can include several processing units
in different levels, e.g., in Qualcomm SnapDragon or in Samsung
Exynos the CPU is composed of several cores (eight). Every core
is composed of subunits that require separate programming (e.g.,
ARM/NEON). To employ all available computational resources het-
erogeneous programming must be employed for the different units
(C/C++, ARM intrinsics, Assembly for the CPU, OpenCL for the
GPU etc). This type of programming requires knowledge of each
unit, optimized code and unit synchronization.

The aforementioned method often is not enough and the com-
putation reaches its limits. Therefore the simplification of the net-
works is necessary. In deep learning there is the problem of finding
the appropriate network size. Often the networks are larger than
required. To this end IRIDA has developed the innovative technique
of parsimonious inference [15]. According to it a network is modi-
fied with the addition of specific units which regulate the function
of computational units (convolutional kernels) in real time. For a
specific image only some of them are active, for another image
some others etc. Therefore a significant amount of resources is
saved.

6 CONCLUSIONS
We have introduced the basic concepts behind the HealthSign
project. We have presented the basic elements of the proposed ar-
chitecture and the principles of their implementation. We presented
the two alternative architectures that we are going to develop, the
first doing the processing on the server and the other one doing the
processing on the mobile device. In the near future we are going to
begin the implementation and the experimentation with real users.
There are a lot of challenges to deal with, the most obvious being
the modeling of the signs in a continuous form and the real time
operation.
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Figure 2: The HealthSign architecture for mobile devices with the processing on the device. The interpretation is effected on
the device and the results are transmitted as text. The rest is similar to Fig. 1.
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