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Abstract

In this paper we present a keyframe extraction scheme based on the wrist motion
using differential geometry. More specifically, the time (t)-parameterized Frennet-Serret
frame for tracking the signer’s wrist is used and the curvature of the trajectory, is pro-
posed for the identification of the Sign Language (SL) video keyframes. Specifically,
a video frame is characterized as keyframe if on that time instance the t-parameterized
curvature function attains a maximum value. Finally, in order to properly define the wrist
2-D motion model, a skeleton tracker is used. The proposed scheme is adaptable, i.e.,
the number of extracted keyframes varies according to the complexity of the signs, while
preserving the semantic content. This in turn makes it attractive for applications like
video-calling. Its performance in terms of the achieved compression and intelligibility
ratios was evaluated on a ground-truth sequence and outperformed its s-parameterized
counterpart (s is the arc length); it also outperformed a moment-based SL summarization
technique. Furthermore, the proposed scheme was experimentally evaluated on a dataset
containing 5500 signs by SL specialists with very promising results. Finally, the pro-
posed keyframe extraction was evaluated against the aforementioned techniques on the
same dataset via the use of a GRU neural network on the gloss classification problem; its
superior accuracy in identifying the gloss meaning was confirmed.

1 Introduction
The Sign Languages (SLs) are typically the native languages of the Deaf and of many of
the hard-of-hearing (HoH). Due to their poor experiences in spoken or written languages the
Deaf typically prefer using SLs to reading or writing text [18]. Nowadays video-capturing
devices are ubiquitous and play important role in the communication and education of the
Deaf. A method to summarize SL videos, without sacrificing the semantics of the performed
signs would offer significant benefits, especially in applications such as communication over
low-bandwidth networks, or content browsing.

In the past, several general-purpose video summarization methods were presented (e.g.,
[22], [13], [24]); however those are not applicable in SL videos, since they treat the video
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Figure 1: The proposed overall summarization framework (dotted box). Its output is used
for the objective measures evaluation (Section 5.2), by comparing it with the ground truth
keyframes, and the creation of the database for human based evaluation (Section 5.3) and
gloss classification (Section 5.4)

frames holistically, while in the SL videos only some very specific regions are important for
interpretation, while the rest of the frame is actually irrelevant. Such regions are associated
to specific parts of the human body (mainly hands and face); this fact is in stark contrast to
the holistic summarization methods.

In some cases, the use of summarization schemes is necessary for solving more com-
plicated problems, such as SL translation [14]. The key assumption behind this is that if
the summary can capture the semantic essence of a video then it can be used for solving
the translation problem. The proposed method is expected to impact indirectly the analysis
of SL, by focusing on the frames where the most important information exists. This may
introduce huge savings in the recognition processes, e.g., by keeping only a small fraction
of the data as input to a classifier. It also may impact the research dealing with the efficient
transmission of SL videos for low-bandwidth networks.

Signers use multiple channels to convey information that can be grouped under two main
categories, namely manual (that are related to the hands and their motions) and non-manual
(mainly facial expressions and body pose) features. Sign phonology apart from non-manual
features, includes the description of the handshape (hand formation), the movement, the
location and the orientation (palm and fingers). In relation to the movement, [7] notes that
the wrist moves through space in order to achieve a change of location. Furthermore, [19]
refer to the sonority of syllables as the ability of a sign to be perceived at greater distance.
Therefore, joints closer to the body are considered to be higher in the rank of sonority.
[9] proposes a sonority hierarchy as follows: Shoulder - elbow - wrist - base joints - non-
base joints. This hierarchy indicates the importance of the wrist for the perception of the
movement of a sign if we take into account that it integrates the motion of shoulder and
elbow.

In this work we contribute by (a) introducing a method that does not require any form
of training for efficient summarization of SL videos, based on wrist motion, that preserves
their lexical meaning and outperforms all known methods and (b) by developing a dataset of
continuous SL videos for the evaluation of summarization methods along with its ground-
truth keyframes and gloss annotation; to our best knowledge there is no such dataset publicly
available.

In Fig. 1 the overall framework of summarizing SL video, which works for every video
frame as follows: the skeleton tracker extracts among other keypoints the Signer’s dominant
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wrist position (a) which is used in turn for the detection of the signing intervals (b) and the
calculation of the curve describing the importance of every frame (c). Finally, the important
frames are selected using the positions where the selection curve attains its strongest maxima
(d).

The rest of the paper is structured as follows: section 2 presents the prior work. In section
3 we formulate the problem, while in section 4 we present the proposed methodology, which
is followed by the experimental results in section 5. Finally, section 6 concludes this paper.

2 Related Work
A first line of research deals with the extraction of keyframes from video content, also called
"static summary" (in contrast to "dynamic summary" that extracts short videos). Many ini-
tial approaches used low-level features such as the color or motion histograms (e.g., [24]),
SIFT/SURF (e.g., [13]), or more recently features from pretrained CNNs [22]. Then the
keyframes are typically extracted using entropy (e.g., [3]) or clustering methods (e.g., [5]).
Such methods mainly use the structural and not the semantic information in the video; how-
ever, they count on the fact that the changes in the structural frame data (objects) may be as-
sociated to semantic changes, which quite often is true. Some later approaches try to identify
the semantic events, which are of importance, like in sports, e.g., [2] or video surveillance,
e.g., [20]. To this end, objects may be identified and tracked.

There have been reported supervised methods, which assume human annotations of
keyframes in training videos, and seek to optimize the frame selection by minimizing loss
with respect to this ground truth. In [28], two LSTMs are used to select keyframes, by
minimizing the cross-entropy loss on annotated ground-truth keyframes with an additional
objective based on determinantal point process (DPP) to ensure diversity of the selected
frames.

Some of the most recent works in unsupervised summarization exploit the auto-encoder
architecture combined with recurrent networks such as the LSTM. In [26] the auto-encoder
is trained using a proposed shrinking exponential loss function that makes it robust to noise
in the web-crawled training data, and is configured with bidirectional LSTM cells to bet-
ter model the temporal structure of the highlight segments. In [17] the summarizer is an
auto-encoder LSTM network aimed at, first, selecting video frames, and then decoding the
obtained summarization for reconstructing the input video.

Although, the above mentioned techniques are widely used for the video summarization
task, their applicability in SL videos is not straightforward. Most of these techniques relied
on the segmentation of the video into shots [17, 21, 28], which is usually done using dynamic
or static temporal difference [27] or color histogram similarity among the keyframes [10].
However SL summarization scenario, due to the static scene and the occurrence of abrupt
motion, is different which means that the temporal, or color histogram difference, doesn’t
reflect the similarity between frames while the meaning is drastically changed between con-
secutive frames.

Another line of research aims to find those tradeoffs for transmission of SL videos via
low bandwidth networks without sacrificing its comprehensibility. Video coding systems
that use the particular structure of SL, i.e., the fact that the hands and face are the most
important and thus need higher quality of representation, e.g., [1], [23]. More relevant to
our work is [25], where a laboratory study was done to identify the lower threshold at which
intelligible real-time conversations could be held. It was found that even at 5fps a discussion
could be done, however the signers would have to sign at a slower speed. A limit of 10fps at
50kbps was found to be adequate for the general case.
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